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Abstract

This paper proposes a framework to study contagious stock price bubbles in a multi-industry
economy with heterogeneous firms. Rational stock price bubbles arise endogenously under finan-
cial frictions to improve firms’ equity positions and liquidation values. We characterize the full
set of bubble equilibria and provide conditions under which the equity values of firms in different
industries contain each other’s bubbles, such that a bubble burst in a critical industry can cause
bubbles to burst in other industries, but not necessarily vice versa. We calibrate the financial link-
ages in ourmodel usingU.S.merger and acquisition data and showquantitatively that the financial
industry is critical for the existence of contagious bubbles.
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1. INTRODUCTION

A modern industrial economy is based on at least two fundamentally different network platforms:
the production network and the financial network. The former creates an interdependence of tangible
goods, characterized by the flow of materials across industries, and the latter creates an interdepen-
dence of intangible values, characterized by the flow of financial credit across industries. The second
network does not necessarily mirror the first in the pattern of exchange. For example, although every
industry uses information technology (IT) or goods from the IT industry, their financing and stock
prices may not depend heavily on the IT industry. In fact, Figure 1 shows that the collapse of the
IT industry’s stock price in 2000, which many believe to be a bubble burst, did not cause a signifi-
cant decline in the stock prices of other industries; in contrast, the decline in the financial industry’s
stock price around 2007 caused a significant decline in the stock prices of virtually all other industries
during the Great Recession of 2008.

Figure 1: US Stock Prices By Industries
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To rationalize the different interdependence and transmission mechanisms for stock prices in the
financial network from those in the production network, as well as their dramatically different im-
pact on the overall economy, we propose a framework for studying the contagiousness of stock price
bubbles in a multi-industry economy with financial linkages across industries. We show that rational
stock price bubbles can occur in different industries and can be contagious–that is, the bursting of a
stock price bubble in one industry can trigger the bursting of stock price bubbles in other industries,
regardless of the industry’s importance in the production network. We provide a complete charac-
terization of the conditions under which such bubble contagion occurs. In a calibrated version of the
model, we show that, due to the strong dependence of firm values on credit flows in the financial
network, the bursting of the stock price bubble in the financial industry can indeed burst the stock
price bubbles in other industries.
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Stock price bubbles arise in our model due to the presence of financial frictions in the form of
borrowing constraints, à la Gomes, Jermann, and Schmid (2016) and Miao and Wang (2018). In par-
ticular, firms accumulate capital but are subject to an idiosyncratic shock to the rate of return on capital
investment—the so-called investment efficiency shock.¹ Firms’ investment returns are more efficient
when the shock is larger. In the absence of borrowing constraints, only the firm receiving the largest
investment efficiency shock should undertake investment by borrowing from all other firms, while
these less efficient firms should choose to become lenders. However, with financial frictions, only a
limited amount of borrowing is allowed; thus, some inefficient firms also choose to invest as long as
their investment efficiency shock exceeds a cutoff value—which is an endogenously determined vari-
able in the general equilibrium of the credit market. Since a firm’s equity value can serve as collateral
for borrowing, higher perceived firm values (stock prices) in a particular industry can increase that
industry’s borrowing capacity, thereby increasing the overall investment efficiency and profitability
of firms in that industry, which in turn justifies the favorable perception of firm values in the first
place. This creates a self-fulfilling industry-specific stock bubble. In such a bubble equilibrium, bub-
bles allow firms to better overcome financial frictions, and the industry thus achieves a more efficient
allocation.

The key to our analysis is the spillover effects of stock price bubbles across industries through a
financial network,where the liquidation value of a firmdepends on the perceptions of other firms in all
industries.² In particular, a firm’s value at default depends in part on its acquisition price or potential
fire-sale price from the perspective (or animal spirits) of potential buyers across the economy. As a
result, the extent to which a firm can borrow depends not only on its own equity value, but also on the
equity values of other firms in different industries. The financial linkage is modelled as an acquisition
matrix, whichmeasures the probability that a firm in one industrywill be acquired by firms in another
industry in the event of debt default. It follows that both the liquidation value and the borrowing limit
of firms in one industrymay be relaxedwhen firms in other industries are performingwell, either due
to improved fundamentals or the presence of larger industry-specific bubbles. This type of financial
linkage naturally makes rational bubbles in different industries interdependent and thus leaves room
for bubble contagion.

The main contribution of the paper to the existing literature is to provide a complete characteriza-
tion of the entire set of bubble equilibria in a multi-industry economy, and to provide the condition
under which the bursting of a bubble in one industry becomes contagious to other industries. It turns
out that in a multi-industry model, bubbles occur in any subset of industries only if the implicit effi-
ciency cutoff in those industries is higher than that in the bubbleless equilibrium. This endogenous
efficiency cutoff is a function of financial linkages across industries and the severity of financial fric-

¹See Wang and Wen (2012b) for example.
²There are manyways to model financial linkages. For simplicity and ease of calibration, wemodel them as flows of firm

value through acquisition.
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tions, such that industrial bubbles aremore likely to occurwhen financial linkages are strong, orwhen
equity collateralization is high, or when capital-specific collateralization is low. Intuitively, bubbles
in different industries complement each other and are easier to sustain when a larger set of indus-
tries contains bubbles. Such interdependence can be reinforced by higher equity pledgeability. More
subtly, bubbles are harder to sustain or survive under higher capital pledgeability because physical
capital is more useful in easing borrowing constraints and thus dampening the need for bubbles. In
the end, thanks to the Perron-Frobenius theorem, industrial bubbles boil down to an eigenvector of
the capital-pledgeability-weighted financial linkages matrix.

This theoretical characterization allows us to identify the conditions for bubble contagion. We
demonstrate the bubble contagion mechanism in our model by considering an industry to be critical
if a bubble bursting in that industry necessarily causes bubbles in some other industries to burst at
the same time. We find that an industry is critical if other industries are highly financially dependent
on that industry through the financial network. In short, there is a critical industry that will induce
bubble contagion if the assets of firms in other industries aremore likely to shift to that industry in the
event of default–namely, a critical industry must be the major holder of firm equity in the economy.
The aforementioned intuition on pledgeability also implies that the financial system is more vulnera-
ble to the risk of bubble contagion when equity pledgeability is high or capital-specific pledgeability
is low. Our result on critical industries is consistent with the insight of Acemoglu, Ozdaglar, and
Tahbaz-Salehi (2015) who argue that the systemically important financial institutions are those with
closer financial linkages to others.³

In our framework, financial linkages play a different role from standard input-output linkages in
shaping the properties of bubbles. Specifically, in a bubble equilibrium, the production network only
affects the average level of bubbles but is independent of the relative size of bubbles across industries,
while both the former and the latter depend on financial linkages. Moreover, an industry that is
critical in generating bubbles may not be important in generating value added or total sales. These
differences call for additional attention to the identification of intangible financial linkages.

To this end, we use U.S. merger and acquisition transaction data to calibrate the financial linkage
matrix in our model. The propensity of a firm in one industry to acquire or merge with firms in
another industry reflects the underlying financial linkages that our theory addresses. It turns out that
the financial industry is the most important one of the financial linkages in the sense that firms in the
manufacturing and services industries are more likely to be acquired or merged with by firms in the
financial industry, but not vice versa.

According to our calibration, the economy exhibits unidirectional bubble contagion: the bursting
of bubbles in the financial industry drags thewhole economydown through the bursting of bubbles in

³Note that the financial linkage in our model differs from that in Acemoglu, Ozdaglar, and Tahbaz-Salehi (2015), where
they emphasise the debt linkage between different banks. Instead, we focus on the linkage between industries.
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other industries, while industrial bubbles remain intact after the bursting of bubbles inmanufacturing
or services. The changes in output reflect the pattern of bubble contagion. The output loss is much
more severe when contagion occurs. In contrast, the overall economy is only slightly affected after the
bursting of bubbles in manufacturing.

Bubble contagion introduces an additional source of aggregate uncertainty, while at the same time
bubbles can help stabilize the economy in response to traditional financial shocks. An increase in
capital pledgeability leads to a boom in the bubble equilibrium as financial constraints are relaxed. In
a bubble equilibrium, the increase in capital pledgeability reduces the size of bubbles or even bursts
them. Consequently, the relaxation of financial constraints during a boom is more limited than in
the bubbleless economy. At first glance, this channel may look similar to the traditional automatic
stabilizer via the fiscal channel (Gali, 1994; McKay and Reis, 2016), but it is important to recognize
that in our setting such a stabilizing role is shock specific and bubbles may amplify the effects of other
disturbances such as TFP shocks.

Related literature. The theoretical literature on bubbles is extensive.⁴ Our paper builds on the large
body of works on rational bubbles (Arce and López-Salido, 2011; Martin and Ventura, 2012; Farhi
and Tirole, 2011; Galí, 2014; Martin and Ventura, 2016; Ikeda and Phan, 2016; Asriyan et al., 2016;
Bengui and Phan, 2018; Biswas, Hanson, and Phan, 2020; Ikeda and Phan, 2019; Dong, Miao, and
Wang, 2020). Our paper is most closely related to the research based on firm bubbles in an infinite-
horizon framework (Kocherlakota, 2009; Wang andWen, 2012b; Miao andWang, 2014; Hirano, Inaba,
and Yanagawa, 2015; Miao, Wang, and Xu, 2015; Hirano and Yanagawa, 2016; Miao and Wang, 2018).
Our paper contributes to the literature by introducing and characterizing contagious bubbles in a
multi-industry economy, and how bubbles modify the response of the economy to various shocks.

Our work is also closely related to the growing literature on financial networks and systemic risk
(Acemoglu, Ozdaglar, and Tahbaz-Salehi, 2015; Cabrales, Gottardi, and Vega-Redondo, 2017; Kopy-
tov, 2018; Jackson and Pernoud, 2021; Denbee et al., 2021). Acemoglu, Ozdaglar, and Tahbaz-Salehi
(2015) and Denbee et al. (2021) also point out that there are some key players in the financial network
whose failure is more likely to generate systemic risk. Huremovic et al. (2020) study the interaction
between the production network and the financial network, and show that banking shocks can prop-
agate upstream and downstream along the production network, amplifying the impact of banking
shocks. Our results complement this line of research by showing that systematic risk may also be
present in asset prices that are not fundamental in the conventional sense.

⁴See Miao (2014) and Martin and Ventura (2018) for comprehensive surveys of rational bubbles.
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2. MODEL ENVIRONMENT

Time is discrete. There are two types of firms: intermediate goods firms and final goods firms. All
firms are owned by households. There are 𝑆 > 1 industries for intermediate goods production, and
each industry 𝑗 ∈ {1, 2, . . . , 𝑆} has a unit measure of infinitely many firms indexed by 𝜄 ∈ [0, 1].

2.1 Households

To simplify the model structure, we assume that there is a representative banking household (owners
of banks) that trades in corporate equities (stocks), makes/accepts deposits, and supplies labor to
various industries. The household’s problem is given by

maxE0

∞∑
𝑡=0

𝛽𝑡𝑢 (𝐶𝑡) , (2.1)

subject to

𝐶𝑡 +
𝑆∑
𝑗=1

∫ 1

0
𝑠 𝑗 ,𝑡+1 (𝜄) (𝑉𝑗𝑡 (𝜄) − 𝑑 𝑗𝑡 (𝜄)) d𝜄 + 𝐷𝑡+1

1 + 𝑟𝑡 =
𝑆∑
𝑗=1

∫ 1

0
𝑠 𝑗𝑡 (𝜄)𝑉𝑗𝑡 (𝜄) d𝜄 +𝑊𝑡 + 𝐷𝑡 ,

and
𝐷𝑡+1 ≥ 0.

where 𝛽 is the discount factor, 𝐶𝑡 is consumption, 𝐷𝑡 is the deposit, and 𝑟𝑡 is the interest rate. Later,
we will also use the discount rate,

𝜒 ≡ 1
𝛽
− 1,

to characterize the equilibrium. We assume that labor is perfectly mobile across industries and that
total labor supply is normalized to one.⁵ In terms of household portfolio choice, let 𝑠 𝑗𝑡 (𝜄) denote the
stock holdings of firm 𝜄’s equity share in industry 𝑗 at period 𝑡, 𝑉𝑗𝑡 (𝜄) denote the date-𝑡 stock price of
firm 𝜄 in industry 𝑗, and 𝑑 𝑗𝑡 (𝜄) denote the dividend associated with holding stock𝑉𝑗𝑡 (𝜄). For later use,
we define Λ𝑡 ≡ 𝑢′ (𝐶𝑡) as the marginal utility of consumption.

⁵The assumption of inelastic labor supply helps to simplify the characterization of the steady-state allocation, and we
can endogenize labor supply without changing the main results.
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2.2 Final Goods Firms

A large number of perfectly competitive firms transform industrial output𝑋𝑗𝑡 into a final consumption
and investment good 𝑌𝑡 , with a Cobb-Douglas aggregator

𝑌𝑡 =
𝑆∏
𝑗=1

𝑋
𝜑 𝑗
𝑗𝑡 .

We normalize the final goods price to one, and it follows that firms solve the following problem

max{𝑋𝑗𝑡}
𝑌𝑡 −

𝑆∑
𝑗=1

𝑃𝑗𝑡𝑋𝑗𝑡 . (2.2)

Optimal demand implies that the ratio of output of industry 𝑗 to total GDP (Gross Domestic Product)
is determined by:

𝑃𝑗𝑡 = 𝜑 𝑗
𝑌𝑡
𝑋𝑗𝑡

. (2.3)

2.3 Intermediate Goods Firms

There is a unit measure of firms in each industry 𝑗. The production function of firm 𝜄 in industry 𝑗 is
given by

𝑜 𝑗𝑡(𝜄) = 𝑘𝛼𝑗𝑡 (𝜄) 𝑛1−𝛼
𝑗𝑡 (𝜄) , (2.4)

where 𝑘𝑖𝑡 (𝜄) is a given capital stock and 𝑛𝑖𝑡(𝜄) is labor input.⁶ Given the capital stock, firm 𝜄 chooses its
optimal employment level. Due to constant returns to scale, revenue less labor costs is proportional
to the firm’s capital stock:

𝑅 𝑗𝑡 𝑘 𝑗𝑡(𝜄) ≡ max
𝑛 𝑗𝑡 (𝜄)

𝑃𝑗𝑡𝑜 𝑗𝑡 (𝜄) −𝑊𝑡𝑛 𝑗𝑡 (𝜄) , (2.5)

where 𝑅 𝑗𝑡 ≡
(

1−𝛼
𝑊𝑡

) 1−𝛼
𝛼 is the marginal product of capital.

To accumulate capital, a firm chooses the rate of investment 𝑖 𝑗𝑡 (𝜄) in each period under the irre-
versibility condition:

𝑖 𝑗𝑡 (𝜄) ≥ 0. (2.6)

Since capital goods are the same as consumer goods, their price is 1. As in Wang and Wen (2012b),
the law of motion of capital accumulation is subject to an idiosyncratic investment efficiency shock
𝜖 𝑗𝑡(𝜄):

𝑘 𝑗 ,𝑡+1 (𝜄) = (1 − 𝛿) 𝑘 𝑗𝑡 (𝜄) + 𝜖 𝑗𝑡 (𝜄) 𝑖 𝑗𝑡 (𝜄) , (2.7)

where 𝛿 is the depreciation rate and 𝜖 𝑗𝑡 (𝜄) the investment efficiency shock to firm 𝜄 in industry 𝑗. We

⁶In the baseline analysis, we assume that intermediate goods production only requires primary inputs.
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assume that 𝜖 𝑗𝑡 (𝜄) is i.i.d. across firms and industries and over time, with CDF 𝐹 (𝜖) and support(
𝜖, 𝜖

)
.⁷ The mean of the efficiency shock is normalized to E[𝜖] = 1.

A firm’s investment can be financed by an internal source and an external source: the internal
source of financing is the revenue 𝑅 𝑗𝑡 (𝜄) 𝑘 𝑗𝑡 (𝜄) and the external source of financing is the issuance
of debt 𝑙 𝑗,𝑡+1 (𝜄). Given the capital stock 𝑘 𝑗𝑡(𝜄), the existing amount of debt 𝑙 𝑗𝑡(𝜄), and the investment
efficiency shock 𝜖 𝑗𝑡(𝜄) realized at the beginning of each period, the firm’s problem is to choose an
investment path that maximizes its stock market value or the present value of dividends 𝑑 𝑗𝑡 (𝑖):

𝑉𝑗𝑡
(
𝑘 𝑗𝑡 (𝜄) , 𝑙 𝑗𝑡 (𝜄) , 𝜖 𝑗𝑡 (𝜄)) = max

{𝑘 𝑗,𝑡+1(𝜄),𝑙𝑗,𝑡+1(𝜄)}
𝑑 𝑗𝑡 (𝜄) + E𝑡 𝛽Λ𝑡+1

Λ𝑡
𝑉𝑗,𝑡+1

(
𝑘 𝑗 ,𝑡+1 (𝜄) , 𝑙 𝑗 ,𝑡+1 (𝜄) , 𝜖 𝑗 ,𝑡+1 (𝜄)) ,

where the current dividend 𝑑 𝑗𝑡(𝜄) is given by

𝑑 𝑗𝑡 (𝜄) = 𝑅 𝑗𝑡 𝑘 𝑗𝑡 (𝜄) + 1
1 + 𝑟𝑡 𝑙 𝑗,𝑡+1 (𝜄) − 𝑙 𝑗𝑡 (𝜄) − 𝑖 𝑗𝑡 (𝜄) . (2.8)

Clearly, firms that receive good investment efficiency shocks would like to borrow from outside—
households, banks, or firms—by issuing debt 𝑙 𝑗 ,𝑡+1 (𝜄), but the amount of new debt issuance 𝑙 𝑗,𝑡+1(𝜄) is
subject to financial constraints, which we discuss in detail next.

Financial frictions. The external financing market is imperfect, so firms in industry 𝑗 face the fol-
lowing constraints:⁸

𝑑 𝑗𝑡 (𝜄) ≥ 0, (2.9)

𝑙, 𝑗 ,𝑡+1(𝜄)
1 + 𝑟𝑡 ≤ 𝜉𝑗

𝑆∑
𝑖=1

ℳ 𝑗𝑖E𝑡
Λ𝑡+1
Λ𝑡

𝑉 𝑖 ,𝑡+1
(
𝜎𝑗𝑘 𝑗𝑡 (𝜄) , 0) . (2.10)

Constraint (2.9) implies that the firm cannot borrow directly from its owners by paying them neg-
ative dividends. Constraint (2.10) implies that debt issuance is limited due to default risk, where
𝑉 𝑗 ,𝑡+1

(
𝑘 𝑗 ,𝑡+1 (𝜄) , 𝑙 𝑗 ,𝑡+1 (𝜄)) ≡ ∫

𝑉𝑡+1
(
𝑘 𝑗,𝑡+1 (𝜄) , 𝑙 𝑗,𝑡+1 (𝜄) , 𝜖 𝑗,𝑡+1 (𝜄)) d𝐹

(
𝜖 𝑗 ,𝑡+1 (𝜄)) is the expected value of

a firm in the next period before the idiosyncratic investment shock is realized, which serves as part of
the ”collateral value” in the case of default.⁹ In particular, creditors are only able to recover a 𝜎𝑗 ∈ (0, 1)
fraction of the installed capital 𝑘 𝑗𝑡 , and they can merge the firm with another firm in industry 𝑖 with
acquisition probability ℳ 𝑗𝑖 . Due to the fire-sale risk, the value of the firm is also discounted by an
industry-specific factor 𝜉𝑗 ∈ (0, 1).

⁷Tractability is well preserved if the distribution is industry specific: 𝐹𝑗 (·).
⁸A more generalized setup for (2.9) is 𝑑𝑡 (𝜄) ≥ −𝜈 · 𝑘𝑡 (𝜄), where 𝜈 ≥ 0 governs the severity of equity frictions. Without

loss of generality, we set 𝜈 = 0 to simplify our analysis. See Wang and Wen (2012a) and Miao, Wang, and Xu (2015), for
details of the generalized setup.

⁹See Kiyotaki and Moore (1997), Bernanke, Gertler, and Gilchrist (1999), Jermann and Quadrini (2012) and Moll (2014)
etc. for the discussion of borrowing constraints and financial accelerators.
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An equivalent form of the borrowing constraint (2.10) is the following incentive constraint:

E𝑡
Λ𝑡+1
Λ𝑡

𝑉 𝑗 ,𝑡+1
(
𝑘 𝑗 ,𝑡+1 (𝜄) , 𝑙 𝑗 ,𝑡+1 (𝜄)) ≥ E𝑡

Λ𝑡+1
Λ𝑡

𝑉 𝑗 ,𝑡+1
(
𝑘 𝑗,𝑡+1 (𝜄) , 0) (2.11)

−𝜉𝑗
𝑆∑
𝑖=1

ℳ 𝑗𝑖E𝑡
Λ𝑡+1
Λ𝑡

𝑉 𝑖,𝑡+1
(
𝜎𝑗𝑘 𝑗𝑡 (𝜄) , 0) ,

which is a multi-industry extension of the incentive constraint à la Miao and Wang (2018). That is,
the debt constraint (2.10) can be interpreted as an incentive constraint in the presence of limited firm
commitment: Firm 𝜄 in industry 𝑗 decides at the beginning of 𝑡 + 1 whether to default on its debt;
without default, the continuation value is simply the expected value of operating on the LHS of con-
dition (2.11), where new debt issuance 𝑙 𝑗,𝑡+1 is allowed; in the case of default, the debt is renegotiated
and no new debt issuance is allowed: 𝑙 𝑗,𝑡+1 = 0. In this second scenario, the creditors are able to con-
fiscate or recover 𝜎𝑗𝑘 𝑗𝑡 units of capital and rebuild a firm or merge it with another firm in a different
industry 𝑖 with acquisition probability ℳ 𝑗𝑖 . Due to the mismatch or fire sale, the value of the firm
is also discounted by 𝜉𝑗 in the event of default. The parameter space {𝜎𝑗 , ℳ 𝑗𝑖 , 𝜉𝑗} thus captures the
severity of financial frictions as well as financial linkages through the acquisition probability matrix
ℳ 𝑗𝑖 .

In other words, because a defaulting firm can be merged or matched with a firm in another in-
dustry, the value of the firm (stock price) has spillover effects on the financial conditions of other
industries, which in turn affect the level of aggregate investment. Moreover, as we explain in the next
section, the interdependence of credit limits also helps to either transmit or block industrial bubbles,
which is the core of our analysis.

We define 𝜃𝑘𝑗 ≡ 𝜉𝑗𝜎𝑗 and 𝜃𝑏𝑗 ≡ 𝜉𝑗 , which can be interpreted as capital pledgeability and equity
pledgeability, respectively. Changes in these two parameters can be interpreted as credit shocks (Jer-
mann and Quadrini, 2012).

2.4 Industry-Specific Bubbles

In this section, we characterize the value function of firms and their investment decisions. We show
the possibility that the value function of a firm 𝜄 in industry 𝑗 contains an industry-specific bubble
that is independent of fundamentals. In the next section, we provide conditions under which such a
non-fundamental component can persist in equilibrium in different industries and become contagious
across industries.

Intuitively, firms with better investment efficiency are willing to invest more. In fact, due to the
CRS assumption and homogeneous production technology, the most efficient allocation is to have the
firm with the highest efficiency shock 𝜖 𝑗𝑡(𝜄) in industry 𝑗 make all the investments by borrowing from
other firms in the economy. However, this allocation is not feasible because of the borrowing constraint
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(2.10). Thus, in equilibrium, firms in industry 𝑗with efficiency shocks higher than an industry-specific
threshold 𝜖∗𝑗𝑡 will borrow up to their borrowing limits to invest, while the remaining firms will choose
to save and not invest.

The industry-specific cutoff 𝜖∗𝑗𝑡 is thus a measure of efficiency and crucial for understanding the
equilibrium properties. A higher cutoff value implies a more efficient allocation or a lower degree
of investment misallocation in the industry. We denote the degree of investment misallocation in
industry 𝑗 as

Γ
(
𝜖∗𝑗𝑡

)
≡

∫ 𝜖

𝜖∗𝑗𝑡

(
𝜖
𝜖∗𝑗𝑡

− 1

)
d𝐹, (2.12)

where Γ(·) decreases with 𝜖∗𝑗𝑡 . For example, as 𝜖∗𝑗𝑡 approaches the upper bound 𝜖, Γ
(
𝜖∗𝑗𝑡

)
vanishes to

zero.
On the other hand, the tightness of the borrowing constraint (2.10) controls how far the equilibrium

allocation is from the efficient one due to investment misallocation. If a firm’s equity is perceived
to be more valuable, such a belief may drive up the value of equity and relax the firm’s borrowing
constraint. This, in turn, may justify the optimistic perception in the first place. Thus, similar to Miao
andWang (2018), self-fulfilling bubbles can arise in equilibrium. In contrast to their work, the bubbles
in our model are industry-specific and are contagious. The following proposition characterizes the
dynamics that industrial bubbles must obey.

Proposition 2.1. Let 𝐵𝑡 ≥ 0 be the non-fundamental value or bubble contained in a firm’s stock price 𝑉𝑡 .
Whether or not there is a bubble in industry 𝑗, the following must hold:

1. The industry-specific efficiency cutoff is determined by 𝜖∗𝑗𝑡 =
1
𝑄 𝑗𝑡

.

2. The expected value of the firm in industry 𝑗 is given by

E𝑡
𝛽Λ𝑡+1

Λ𝑡
𝑉 𝑗,𝑡+1

(
𝑘 𝑗 ,𝑡+1 , 𝑙 𝑗 ,𝑡+1

)
= 𝑄 𝑗𝑡 𝑘 𝑗,𝑡+1 −

𝑙 𝑗 ,𝑡+1

1 + 𝑟𝑡 + 𝐵 𝑗𝑡 . (2.13)

3. The industrial Tobin Q (𝑄 𝑗𝑡) satisfies

𝑄 𝑗𝑡 = E𝑡
∞∑
ℎ=1

[𝛽 (1 − 𝛿)]ℎ−1 𝛽Λ𝑡+ℎ
Λ𝑡

(
𝑅 𝑗,𝑡+ℎ

(
1 + Γ(𝜖∗𝑗 ,𝑡+ℎ)

)
+ 𝜃𝑘𝑗 Γ(𝜖∗𝑗 ,𝑡+ℎ)

𝑆∑
𝑖=1

ℳ 𝑗𝑖𝑄𝑖,𝑡+ℎ

)
. (2.14)

4. The law of motion for industrial bubble 𝐵 𝑗𝑡 satisfies

𝐵 𝑗𝑡 = E𝑡
𝛽Λ𝑡+1

Λ𝑡

[
𝐵 𝑗 ,𝑡+1 + 𝜃𝑏𝑗 Γ(𝜖∗𝑗 ,𝑡+1)

𝑆∑
𝑖=1

ℳ 𝑗𝑖𝐵𝑖,𝑡+1

]
, if 𝐵 𝑗𝑡 > 0. (2.15)
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5. The borrowing constraint (2.11) can be rewritten as

𝑙 𝑗 ,𝑡+1 (𝜄)
1 + 𝑟𝑡 ≤ 𝜃𝑘𝑗 𝑘 𝑗𝑡 (𝜄)

𝑆∑
𝑖=1

ℳ 𝑗𝑖𝑄𝑖𝑡 + 𝜃𝑏𝑗

𝑆∑
𝑖=1

ℳ 𝑗𝑖𝐵𝑖𝑡 . (2.16)

Point (1) states that the cutoff 𝜖∗𝑗𝑡 is determined by the inverse of Tobin’s Q. Namely, to increase
one unit of capital for firm 𝜄, the cost is 1/𝜖 𝑗𝑡 (𝜄), and the return is 𝑄 𝑗𝑡 . It is only profitable to invest if
𝜖 𝑗𝑡 (𝜄) > 1/𝑄 𝑗𝑡 = 𝜖∗𝑗𝑡 .

Point (2) states that the expected value of a firm in industry 𝑗 depends on the industry-specific
market value of its newly installed capital stock, 𝑄 𝑗𝑡 𝑘 𝑗 ,𝑡+1 (𝜄), minus its debt issuance, 𝑙𝑗.𝑡+1

1+𝑟𝑡 , which can
be interpreted as the fundamental valuation. In addition, the value of the firm may be higher if there
is an industrial bubble 𝐵 𝑗𝑡 .

Point (3) states that Tobin’s Q is the present value of expected future capital returns, so it obeys
an otherwise standard forward-looking Euler condition (2.14), except for the additional components
that capture investment inefficiency and the collateral value in the financial network. For example,
industrial investment is at its most efficient level when the value of Tobin’s Q is at its minimumwhere
Γ𝑗

(
𝜖∗𝑗𝑡

)
= 0.

Point (4) states that the bubble is self-fulfilling: Coordinating to 𝐵 𝑗𝑡 = 0 for all 𝑗 always satisfies
this forward-looking Euler equation, while the perception of positive bubbles in some industries could
also be consistent with rational expectations.

The conditions (2.14) and (2.15) imply that both the Tobin’s Q and the industrial bubbles tend to
increase with the misallocation measure Γ𝑗

(
𝜖∗𝑗𝑡

)
. A larger Γ𝑗

(
𝜖∗𝑗𝑡

)
requires additional compensation

for individual investment risk by holding capital, and it induces a stronger demand for bubbles to
overcome the financial friction.

Point (5) makes it clear that industrial bubbles help to overcome financial frictions. The presence
of bubbles increases the equity value of firms, the importance of which is determined by the equity
pledgeability 𝜃𝑏𝑗 and the financial linkages.

Once the investment efficiency cutoffs are determined, the industrial capital and investment can
be solved accordingly, as shown below:

Corollary 1. The optimal total investment 𝐼 𝑗𝑡 and law of motion of industrial capital 𝐾 𝑗𝑡 are given by

𝐼 𝑗𝑡 =

[
𝑅 𝑗𝑡𝐾 𝑗𝑡 + 𝜃𝑘𝑗

𝑆∑
𝑖=1

ℳ 𝑗𝑖𝑄𝑖𝑡𝐾 𝑗𝑡 + 𝜃𝑏𝑗

𝑆∑
𝑖=1

ℳ 𝑗𝑖𝐵𝑖𝑡 − 𝐿 𝑗𝑡
]
·
[
1 − 𝐹

(
𝜖∗𝑗𝑡

)]
, (2.17)

𝐾 𝑗,𝑡+1 = (1 − 𝛿)𝐾 𝑗𝑡 + E
(
𝜖 |𝜖 ≥ 𝜖∗𝑗𝑡

)
· 𝐼 𝑗𝑡 . (2.18)

It is useful to note that the cutoff value affects the capital accumulation both through the fraction
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of active investing firms
[
1 − 𝐹

(
𝜖∗𝑗𝑡

)]
and through the average investment efficiency E

(
𝜖 𝑗 |𝜖 𝑗 ≥ 𝜖∗𝑗𝑡

)
.

3. EQUILIBRIUM CHARACTERIZATION

In the baselinemodel, we focus on the case without aggregate shocks. As a result, along the transition
path with rational expectations, whether industrial bubbles can exist or not boils down to whether
they can exist in the steady state. To clarify the terminology, we classify the equilibria according to
their bubble characteristics. In particular, we allow for the possibility that bubbles can exist in some
but not all industries.

Definition 1 (Bubbleless and Bubbly Equilibrium). In a bubbleless (i.e., fundamental) equilibrium, 𝐵 𝑗 = 0
for all industries 𝑗 ∈ S. In a s-bubble equilibrium, 𝐵 𝑗 > 0 for 𝑗 ∈ s⊂𝒫 (S), where 𝒫 (S) denotes the power
subset of S = {1, ..., 𝑆}.

3.1 Determination of Bubbles

As suggested in the previous analysis, the cutoff values for the investment decision govern the capital
accumulationprocess. In the steady state, regardless ofwhether there are bubbles or not, the following
lemma shows that the cutoffs are equalized across industries.

Lemma 1. In the steady state, the Tobin’s Q and the cutoff values are equalized across industries,

𝜖 𝑗 = 𝜖∗ = 1
𝑄(𝜖∗) ,

and the interest rate on loan is given by

𝑟 =
𝜒 − Γ(𝜖∗)
1 + Γ(𝜖∗) , where 𝜒 ≡ 1

𝛽
− 1.

The interest rate increases in the single (universal) efficiency cutoff 𝜖∗ as investment risk decreases.
In particular, as the misallocation measure approaches zero, the interest rate simply equals the dis-
count rate, 𝑟 = 𝜒. In the following, we will show that this universal efficiency cutoff is also the key
determinant of whether bubbles can survive in equilibrium.

When firms finance their investments, their loans must be backed by the value of their collateral.
Let Φ(𝜖) be the excess demand function for credit in the absence of bubbles. To facilitate the charac-
terization, we make the following assumption about the primitives of the model to ensure that the
excess credit demand function for credit is well behaved.
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Assumption. The excess credit demand function Φ(𝑥) is strictly increasing in 𝑥, where

Φ(𝑥) =
𝑆∑
𝑗=1

𝛼𝜑 𝑗

𝜒 + 𝛿 − 𝜃𝑘𝑗 Γ (𝑥)

(
𝛿𝑥𝐹 (𝑥)∫
𝜀>𝑥

𝜀𝑑𝐹
− 𝜒 − 𝜃𝑘𝑗

)
. (3.1)

Since 𝑥𝐹(𝑥)∫
𝜀>𝑥 𝜀𝑑𝐹

is increasing in 𝑥, this assumption is always satisfied when 𝜃𝑘𝑗 is relatively small. We
also provide the characterization of the equilibrium when this assumption is not satisfied, although
this is not the case in our quantitative exercise.

3.1.1 Bubbleless Equilibrium

First, consider the bubbleless equilibrium, where 𝐵 𝑗 = 0 for all 𝑗. Clearly, the excess demand for credit
must be zero, which pins down the efficiency cutoff.

Proposition 3.1 (Bubbleless Equilibrium). There exists a unique bubbleless equilibrium. The efficiency cutoff
𝜖 𝑓 in the bubbleless equilibrium satisfies

Φ(𝜖 𝑓 ) = 0, (3.2)

where Φ(𝑥) is defined in equation (3.1).

Without a bubble, condition (3.2) implies that 𝜖∗𝑓 is determined by the capital pledgeability vector
{𝜃𝑘1 , . . . , 𝜃𝑘𝑆}. In the special case where 𝜃𝑘𝑗 = 𝜃𝑘 , this condition reduces to

𝛿𝜖 𝑓 𝐹
(
𝜖 𝑓

)∫
𝜀>𝜀 𝑓

𝜀𝑑𝐹
− 𝜒 = 𝜃𝑘 , (3.3)

where it is easy to verify that the efficiency cutoff 𝜖 𝑓 increases in 𝜃𝑘 . Intuitively, a higher 𝜃𝑘 relaxes
the financial constraint, which in turn helps to mitigate the investment misallocation. In the general
case with heterogeneous 𝜃𝑘𝑗 , the efficiency cutoff 𝜖 𝑓 is determined by aweighted average of the capital
pledgeability across industries.

3.1.2 Bubble Equilibrium

Now consider the case where bubbles occur in a subset of industries, s⊂𝒫 (S). Letℳs be the financial
linkage matrix ℳ which keeps columns and rows in s, Bs the vector of bubbles, and diag

(
θ𝑏s

)
the

matrix which keeps the equity parameter 𝜃𝑏𝑗 on the diagonal for 𝑗 ∈ s. For any industry 𝑖, 𝑗 ∈ s⊂𝒫 (S),
the Euler equation in (2.15) can be rewritten as

𝜒

Γ (𝜖∗)𝐵𝑖 = 𝜃𝑏𝑖

∑
𝑗∈s

ℳ𝑖 𝑗𝐵 𝑗 . (3.4)
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More compactly, a industrial bubble must satisfy(
𝜒

Γ (𝜖∗)I − diag(θ𝑏s)ℳs

)
Bs = 0. (3.5)

The existence condition of the s-bubble equilibrium is characterized below:

Proposition 3.2 (Bubble Equilibrium). If the stochastic acquisition matrix ℳ is irreducible, then for a selec-
tion of industries s⊂𝒫 (S), there exists a unique s-bubble equilibrium if and only if

𝜌
(
diag

(
θ𝑏s

)
ℳs

)
>

𝜒

Γ
(
𝜖 𝑓

) , (3.6)

where 𝜌 (·) selects the leading eigenvalue.¹⁰ The associated efficiency cutoff 𝜖𝑏s is given by

𝜖𝑏s = Γ−1

(
𝜒

𝜌
(
diag(θ𝑏s)ℳs

) ) > 𝜖 𝑓 . (3.7)

The inequality (3.6) gives the necessary and sufficient condition for the existence of the s-bubble
equilibrium. The basic logic is that for bubbles to exist, the corresponding efficiency cutoff must be
high enough to exceed that of the bubbleless equilibrium. That is, the economy must leave room
for bubbles to help overcome financial frictions and improve allocative efficiency. Technically, the
condition (3.6) is obtained using the Perron-Robenius theorem, which guarantees the existence of
industrial bubbles since elements in the eigenvector are positive in the linear system (3.5).

Figure 2: Bubbleless and Bubbly Equilibria

Figure 2 helps to visualize this logic. The blue line represents the excess credit demand function
Φ(𝑥). In the bubbleless equilibrium, the efficiency cutoff solves Φ(𝜖 𝑓 ) = 0. But in the bubble equilib-

¹⁰With θ𝑏s and ℳs being positive matrices, the eigenvalues are all positive.
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rium, the efficiency cutoff solves a different condition: Γ(𝜖∗) = 𝜒

𝜌(diag(θ𝑏s)ℳs) . The bubble equilibrium
exists only if the cutoff is sufficiently high, or if the excess demand for credit is sufficiently high. Note
also that Φ(𝜖∗) > 0, which means that additional credit can be supplied by bubbles.

But under what conditions are bubbles more likely to occur? First, note that both capital and
equity pledgeability are important in determining the bubble equilibrium. On the one hand, the
leading eigenvalue increases with equity pledgeability θ𝑏s, and bubbles are more likely to occur with
larger θ𝑏𝑠 . On the other hand, the efficiency cutoff in the bubbleless equilibrium increases with capital
pledgeability θ𝑘 , and bubbles are less likely to occur with larger θ𝑘𝑠 . These two forces underscore
the different roles played by equity and capital pledgeability: higher 𝜃𝑘𝑗 makes capital more valuable
as collateral, reducing the need for bubbles; higher 𝜃𝑏𝑗 makes bubbles more valuable in facilitating
borrowing, increasing the need for bubbles.

That is, holding θ𝑘 fixed, a universal improvement in equity pledgeability always enlarges the
parameter space for bubble equilibrium.

Corollary 2. Consider relaxing stock pledgeability θ̃
𝑏
s, i.e., �̃�

𝑏
𝑖 ≥ 𝜃𝑏𝑖 for all 𝑖 ∈ s and �̃�

𝑏
𝑗 > 𝜃𝑏𝑗 for some 𝑗 ∈ s.

If the s-bubble equilibrium exists under θ𝑏s, then it also exists under θ̃
𝑏
s, but not vice versa.

Second, the structure of the financial linkages ℳ naturally shapes the existence of the bubble
equilibrium. The following corollary further provides a more intuitive estimate of the likelihood of
the bubble equilibrium. In general, a more connected group of industries is more likely to allow
industrial bubbles to exist. An industry with almost no connection to other industries eliminates the
possibility of bubbles.

Corollary 3. The dominant eigenvalue of 𝜌
(
diag

(
θ𝑏s

) ℳs

)
is bounded by

𝜌
(
diag

(
θ𝑏s

)
ℳs

)
∈

min
𝑖∈s

∑
𝑗∈s

𝜃𝑏𝑖 ℳ𝑖 𝑗 ,max
𝑖∈s

∑
𝑗∈s

𝜃𝑏𝑖 ℳ𝑖 𝑗

 , (3.8)

and the s-bubble equilibrium exists if min𝑖∈s
∑
𝑗∈s 𝜃𝑏𝑖 𝜙𝑖 𝑗 >

𝜒
Γ(𝜖 𝑓 ) .

So far we have focused on one particular s-bubble equilibrium. Another question of interest is,
among many different groups of industries, which groups are more likely to sustain industrial bub-
bles? The following corollary answers this question.

Corollary 4. For any s⊂s′⊂𝒫 (S), if the s-bubble equilibrium exists, then the bubble equilibrium s′ can also
be sustained with 𝜖𝑏s < 𝜖𝑏s′.

That is, if a small group can sustain bubbles, then a strictly larger group can sustain bubbles with
a higher efficiency cutoff. In particular, if one is wondering whether bubbles can exist at all, then it
is sufficient to compare the leading eigenvalue of the matrix diag

(
θ𝑏

) ℳ associated with the entire
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economywith 𝜒
Γ(𝜖 𝑓 ) .¹¹ In Section 4, we visit the reverse question of whether bubbles can be contagious,

in the sense that the bursting of the bubble in industry 𝑗 can destroy the bubbles in its connected
industries.

Moreover, the above corollary implies that the upper bound of the efficiency cutoff is given by 𝜖𝑏S,
which in turn is determined by

𝜌
(
diag

(
θ𝑏S

)
ℳS

)
=

𝜒

Γ
(
𝜖𝑏S

) . (3.9)

In particular, if 𝜃𝑏𝑗 = 𝜃𝑏 for all 𝑗, then the above equation can be further simplified to 𝜃𝑏 = 𝜒

Γ(𝜖𝑏S) .
So 𝜖𝑏S = Γ−1

(
𝜒
𝜃𝑏

)
, which strictly increases with 𝜃𝑏 .

3.2 Resource Allocation

In this subsection, we illustrate how the equilibrium allocation depends on the efficiency cutoff. In
the absence of financial frictions, only firms that receive the highest shock invest. In the presence
of financial frictions, it is tempting to conclude that a higher efficiency cutoff monotonically brings
outcomes closer to the frictionless benchmark. However, the equilibrium allocation actually depends
on the efficiency cutoff in a more subtle way.

Proposition 3.3 (Output). Given the efficiency cutoff 𝜖∗, total output in both bubbleless and bubble equilibria
is given by

log𝑌 =
𝛼

1 − 𝛼

{
log 𝜖∗ + log(1 + Γ(𝜖∗)) −

𝑆∑
𝑗=1

𝜑 𝑗 log
(
𝜒 + 𝛿 − 𝜃𝑘𝑗 Γ(𝜖∗)

)} + constant. (3.10)

Condition (3.10) shows that the efficiency cutoff can affect aggregate output through several differ-
ent channels. First, the direct effect of a higher 𝜖∗ is to improve allocation efficiency, which facilitates
capital accumulation and output expansion. Second, recall from Lemma 1 that a higher 𝜖∗ implies
a higher risk-free rate. Behind this change is a weakened precautionary saving motive due to a re-
duction in uncertainty, which discourages capital accumulation. Third, a higher efficiency cutoff also
reduces the collateral value of capital, making saving in capital less attractive. These competing forces
paint a mixed picture of how output varies with the efficiency cutoff.¹²

Proposition 3.2 gives the existence condition for a 𝑠-bubble equilibrium. The following proposition
further characterizes the size of bubbles in each industry.

¹¹If 𝜃𝑏𝑗 = 1 for all 𝑗 ∈ S, then Γ (𝜖∗) = 𝜒. This is exactly the bubble solution in the one-industry model developed by Wang
and Wen (2012b).

¹²Our numerical analysis finds an inverted U-shaped relationship, with the latter two channels dominating when 𝜖∗ is
relatively small, and the former channel dominating when 𝜖∗ is relatively large.
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Proposition 3.4 (Industrial Bubble). In a s-bubble equilibrium, the vector of bubbles {𝐵 𝑗} for 𝑗 ∈ s is a
leading eigenvector of matrix diag

(
θ𝑏s

) ℳs which satisfies∑
𝑗∈s 𝜃𝑏𝑗ℳ𝑖 𝑗𝐵 𝑗

𝑌
= Φ

(
𝜖𝑏s

)
. (3.11)

Proposition 3.4 reveals the intimate relationship between the existence condition and the con-
struction of industrial bubbles, where the former is one of the leading eigenvectors of the matrix
diag

(
θ𝑏s

) ℳs, and the latter depends on its leading eigenvalue. The condition (3.11) then selects the
unique eigenvector for the industrial bubbles. In the bubble equilibrium, the efficiency cutoff is nec-
essarily higher than in the bubbleless equilibrium, and the difference between 𝜖 𝑓 and 𝜖𝑏s identifies
the size of the bubble required to finance investment demand for more efficient firms. The collateral
value of the bubbles then equals the excess demand for credit (given the efficiency cutoff).

4. BUBBLE CONTAGION

Previous analysis has suggested that in financial linkages, industries are linked by investment effi-
ciency. In this section, we examine a particular type of linkage — bubble contagion. By contagion,
we mean that the existence of bubbles in one industry depends on the existence of bubbles in another
industry or group of industries. Alternatively, the bursting of a bubble in one industry or group of
industries also bursts bubbles in other industries. As emphasized in Biswas, Hanson, and Phan (2020)
and Kocherlakota (2009), the bursting of asset bubbles can lead to large output losses and prolonged
recessions, which are particularly painful in our model because they are contagious across industries.

We begin with the following corollary, which provides a mechanical way to test whether an econ-
omy exhibits bubble contagion.

Corollary 5 (Contagious Bubbles). Bubbles are contagious if there exist industry collections s ⊂ s′ such that
the bubble equilibrium exists for s′ but not for s, that is,

𝜌
[
diag

(
θ𝑏s′

)
ℳs′

]
>

𝜒

Γ(𝜖 𝑓 ) > 𝜌
[
diag

(
θ𝑏s

)
ℳs

]
. (4.1)

That is, in a contagious bubble economy, some industries may be critical: the bursting of bubbles
in these industries necessarily eliminates bubbles in some other industries, but not vice versa.

Definition 2. A collection of industries s is critical if: (1) the s-bubble equilibrium exists; (2) for any s ⊂ s,
no s-bubble equilibrium exists; (3) for some s ⊃ s, s \ s-bubble equilibrium does not exist.

A bubble crash in a critical industry can drag down the entire stock market. Therefore, additional
care should be taken when changes in financial conditions occur in a critical industry. For example,
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if the equity constraint is tightened in a non-critical industry, it may have a limited effect on the over-
all economy while bubbles still survive. On the other hand, if the equity constraint is tightened in
a critical industry, bubbles in all industries may burst, leading to a significant decline in aggregate
output.

The analysis of bubble contagion depends on the properties of the financial linkages ℳ. To il-
lustrate the basic intuition, we provide a detailed characterization of the bubble contagion in a two-
industry example, and then conduct a dynamic quantitative analysis in Section 5.

4.1 Illustration by a Two-Industry Model

Consider the possibility of bubble contagion in a two-industrymodel, where the 2×2 financial linkage
matrix is denoted by

𝓜 =

[
ℳ11 1 −ℳ11

1 −ℳ22 ℳ22

]
.

We also restrict our attention to the case with homogeneous capital and equity pledgeability, i.e.,
𝜃𝑏𝑗 = 𝜃𝑏 and 𝜃𝑘𝑗 = 𝜃𝑘 . This special case allows us to derive analytical results, and the intuition extends
to more complicated models.

Proposition 4.1. Bubbles in the two industries can coexist if and only if 𝜙∗ ≡
(

1
𝛽−1

)
Γ(𝜖 𝑓 )

1
𝜃𝑏

< 1. Furthermore, the
following must hold:

1 (no contagion) If ℳ𝑖𝑖 > 𝜙∗ for 𝑖 ∈ {1, 2}, the bubbles are not contagious.

2 (one-way contagion) If ℳ𝑖𝑖 < 𝜙∗ but ℳ 𝑗 𝑗 > 𝜙∗, then the burst of a bubble in industry 𝑗 is contagious to
industry 𝑖, but not vice versa.

3 (bidirectional contagion) If ℳ𝑖𝑖 < 𝜙∗ for all 𝑖 ∈ {1, 2}, then the bust of a bubble in one industry is
contagious to the other and vice versa.

Proposition 4.1 implies that the resilience of an industrial bubble to contagion increases with its
self-reliance in the financial linkage matrix. This implication is similar to that in Acemoglu, Ozdaglar,
and Tahbaz-Salehi (2015) and Denbee et al. (2021): the importance of an agent or industry in the
system depends on its linkage to other industries, in addition to its own size. As shown in the left
panel of Figure 3, whenℳ𝑖𝑖 is low, the collateral value of industry 𝑖 dependsmore on the performance
of industry 𝑗, and a bubble burst in industry 𝑗 spillover to industry 𝑖. Whenℳ𝑖𝑖 is high, the bubble in
industry 𝑖 can survive regardless of the state of the other industries. Extrapolating the intuition to a
more general environment, bubble contagion is more likely to occur when the off-diagonal elements
are dense.
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Note that in region II, ifℳ𝑖𝑖 < 𝜙∗ butℳ 𝑗 𝑗 > 𝜙∗, then industry 𝑗 is the critical industry. The bursting
of the bubble in industry 𝑗 eliminates the possibility of a bubble equilibrium, but the opposite is not
true for industry 𝑖. Thus, the critical industry has a greater impact on the whole economy, which
requires additional attention.

Figure 3: Bubbly Contagion

(a) Interconnectedness and Contagion
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(b) Pledgeability and Contagion
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Proposition 4.1 divides the space
(ℳ𝑖𝑖 ,ℳ 𝑗 𝑗

)
into three segments for a fixed combination of 𝜃𝑏 and

𝜃𝑘 . In the space of ℳ𝑖𝑖 and ℳ 𝑗 𝑗 , the area of the infectious regions (II and III) is

𝒞 = 1 − (
𝜙∗)2 .

If a bubble equilibrium exists, then for a fixed combination of ℳ𝑖𝑖 and ℳ 𝑗 𝑗 , the larger 𝒞 is, the more
likely bubbles are contagious. Thus, 𝒞 can be interpreted as the contagion risk. The following corol-
lary connects the the contagion risk with the primitives of the economy.

Corollary 6. Assuming 𝜙∗ < 1, the contagion risk, 𝒞 = 1− (
𝜙∗)2, increases with a smaller overall borrowing

constraint 𝜃𝑏 , or a larger capital-specific pledgeability 𝜃𝑘 .

The right panel of Figure 3 helps to visualize Corollary 6, where the parameter space is divided
into three regions for a fixedfinancial linkagematrix. The intuition behindCorollary 6 is similar to that
of the bubble equilibrium existence condition. With a lower 𝜃𝑏 , equity is less valuable as collateral,
and the bubble existence condition in an industry becomes more stringent. With a higher 𝜃𝑘 , capital
is more powerful in overcoming the financial frictions and the economy is less dependent on bubbles
to provide liquidity; thus, industry bubbles are more fragile with respect to each other. The left panel
illustrates how industrial interconnectedness leads to bubble contagion.¹³

¹³As an illustrative example, we assume that the distribution of investment efficiency is Pareto, 𝐹 (𝜖) = 1 − (
𝜖/𝜖)−𝜂 with
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5. QUANTITATIVE STUDY AND CALIBRATION

In this section, we exploit the theoretical properties of bubble equilibrium to shed light on the differ-
ential impact of an unexpected bubble burst in a critical versus a non-critical industry on aggregate
outcomes. Importantly, we discipline the financial linkage matrix ℳ based on U.S. merger and ac-
quisition transaction data and examine the full transition dynamics following a bubble burst, which
helps to provide a quantitative assessment of the importance of bubble contagion and an explanation
of the stylized fact in Figure 1.

5.1 Extension with Production Network

To sharpen our understanding of the distinct roles of the production network and the financial net-
work in propagating the business cycle, we first extend our baseline model to include input-output
linkages. Our main findings on bubble contagion turn out to be robust to the introduction of the
production network.

To do this, and to take into account the use of inputs from other industries, the production function
for a firm in industry 𝑖 is modified as follows:

𝑜𝑖𝑡 (𝜄) = 𝐴𝑖𝑡 𝑘𝛼
𝑘

𝑖𝑡 (𝜄) 𝑛𝛼𝑛

𝑖𝑡 (𝜄) ©«
∏
𝑗

𝑥𝑖 𝑗𝑡 (𝜄)𝜔𝑖 𝑗ª®¬
𝛼𝑠

, (5.1)

where 𝐴𝑖𝑡 is the industry-specific TFP shock, and 𝑥𝑖 𝑗𝑡 (𝜄) the intermediate input from industry 𝑗 to
industry 𝑖. The parameters 𝛼𝑘 , 𝛼𝑛 , and 𝛼𝑠 denote the capital, labor, and intermediate input shares, re-
spectively. The input-output linkages are captured by the parameters 𝜔𝑖 𝑗 , which satisfy the restriction∑
𝑗 𝜔𝑖 𝑗 = 1.
Denote the Domar weight of different industries as γ ≡ {𝛾1 , . . . , 𝛾𝑆}, which is given by the stan-

dard Leontief inverse,
γ = (I − diag(𝛼𝑠ω))−1φ.

In addition to determining the importance of the industrial TFP shock in GDPfluctuations, the Domar
weight will also play an important role in shaping the properties of bubble equilibria in our environ-
ment.

Define the function Ψ(𝑥) as

Ψ(𝑥) ≡
𝑆∑
𝑗=1

𝛼𝑘𝛾𝑗

𝜒 + 𝛿 − 𝜃𝑘𝑗 Γ(𝜀 𝑓 )

(
𝛿𝜀 𝑓 𝐹(𝜀 𝑓 )∫
𝜀>𝜀 𝑓

𝜀𝑑𝐹
− 𝜒 − 𝜃𝑘𝑗

)
,

𝜖 = 1 − 1/𝜂 for normalization. We set 𝜂 = 4.2, 𝑀11 = 𝑀22 = 0.5, 𝛽 = 0.99, and 𝛿 = 0.04.
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which is the multi-industry counterpart ofΦ(𝑥) in equation (3.1). Note that the weight of different in-
dustries becomes 𝛼𝑘𝛾𝑗 , which reflects the impact of input-output linkages. The following proposition
extends the theoretical results developed in section 3 to the production network environment.

Proposition 5.1. With both production network and financial network, the following must hold:

1. In bubbleless steady state, the efficiency cutoff 𝜀 𝑓 satisfies

Ψ(𝜖 𝑓 ) = 0. (5.2)

2. For a selection of industries s ⊂ 𝒫(S), there exists a unique s-bubble equilibrium if and only if

𝜌
(
diag

(
θ𝑏𝑠

)
ℳs

)
>

𝜒

Γ(𝜀 𝑓 ) . (5.3)

In a s-bubble steady state, the efficiency cutoff is

𝜀𝑏𝑠 = Γ−1

(
𝜒

diag
(
θ𝑏𝑠

) ℳs

)
,

and the vector of bubbles {𝐵 𝑗} for 𝑗 ∈ s is a leading eigenvector of the matrix diag(θ𝑏𝑠 )ℳs such that∑
𝑗=∈s

∑
𝑖∈s 𝜃𝑏𝑗ℳ 𝑗𝑖𝐵𝑖

𝑌
= Ψ(𝜖𝑏𝑠 ). (5.4)

Starting from the bubbleless equilibrium, note that in the absence of intermediate inputs, the vector
of Domar weights γ coincides with the final goods share 𝜑. As a result, condition (5.2) nests the
previous condition (3.2).

Next we turn to the bubble equilibrium. The existence of a bubble equilibrium depends on the
production network only through its effect on the efficiency cutoff in the bubbleless equilibrium 𝜀 𝑓 .
With respect to the intensive margin, the relative size of the bubble across industries is independent
of the production network, while the absolute size of the bubble depends on the production network
only through the Domar weight. That is, the interaction between financial frictions and the input-
output linkages in our model economy can be succinctly summarized by the function Ψ(𝑥), and the
Domar weight serves as a sufficient statistic.

5.2 Calibration

Many of the parameters are standard in the literature. We choose a period of one year and set the
discount rate 𝜒 to 4%. The capital share 𝛼𝑘 and the intermediate input share 𝛼𝑠 are set to 40% and
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45%, respectively, corresponding to the average values in KLEMS. The depreciation rate 𝛿 is set to
10%, consistent with the average industrial depreciation rates obtained from the BEA for 2001.

Table 1: Targets and Associated Parameters

Parameter Value & Target

Discount factor, 𝜒 0.04
Capital share, 𝛼𝑘 0.22
Intermediate goods share, 𝛼𝑠 0.45
Depreciation rate, 𝛿 0.1
Investment efficiency distribution, 𝜂 MPK in Bubbleless Steady State
Equity pledgeability, 𝜃𝑏 Total Credit to non-financial Corporations
Capital pledgeability, 𝜃𝑘 Investment Ratio
Final goods expenditure share, 𝜑 𝑗 OECD ICIO Tables
Production linkage, 𝜔𝑖 𝑗 OECD ICIO Tables
Financial linkage, ℳ𝑖 𝑗 M&A SDC

We now turn to the parameters that are more specific to our model environment. We calibrate
these parameters in the bubble steady state that admits the highest efficiency cutoff level.¹⁴

A crucial object in our exercise is the financial linkage matrix ℳ. To calibrate this matrix, we use
the M&A database in the SDC, which contains data on merger and acquisition transactions between
firms from 1999 to 2018. We interpret these transactions as indicators of the likelihood of a firm being
sold from one industry to another. Operationally, we aggregate firms into three groups: financial,
manufacturing, and services, which correspond to the industries in the model.

The mapping from the Thomson Financial Macro Industry Hierarchy code to the three industries
is listed in Table A.2 in the Appendix. For each industry 𝑗, we compute the total transaction value
with firms in industry 𝑗 as targets, and compute the transaction value associated with acquiring firms
in industry 𝑖. We then set the acquisition probability ℳ 𝑗𝑖 as the ratio of value acquired by industry
𝑖 to the total transaction value from industry 𝑗. This results in the following acquisition probability
matrix:

𝓜 =


0.959 0.021 0.020
0.172 0.787 0.041
0.173 0.059 0.767

 ,
where the order of the industries inℳ are finance, manufacturing, and service. An important feature
is that the financial industry has the largest diagonal element and its probability of absorbing firms
from the other two industries is the highest among the three. This featuremakes the financial industry

¹⁴In our model environment, the bubble equilibrium is the stable equilibrium, and the bubbleless equilibrium is unstable
in the sense that a local perturbation to the perceived bubble value in the bubbleless equilibrium will cause the economy to
converge to the bubble equilibrium.
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more likely to be a critical industry in determining the existence of bubbles.
The value added shares 𝜑 𝑗 and the production network parameters 𝜔𝑖 𝑗 are obtained by aggre-

gating the expenditure shares in 33 industries, obtained from the OECD Inter-Country Input-Output
(ICIO) tables, into the aforementioned three industries mentioned above (with the same order of the
three industries):¹⁵

ω =


0.187 0.172 0.641
0.018 0.634 0.348
0.089 0.249 0.662

 , φ = [0.11, 0.29, 0.60] .

Note that the production network differs significantly from the financial linkage matrix: The financial
industry is no longer the most critical industry in the production network. The mapping from the
ICIO industry name to the model industry is shown in Table A.1 in the Appendix

In the baseline specification, we set the capital pledgeability and equity pledgeability to be the
same across industries, that is, 𝜃𝑘𝑗 = 𝜃𝑘 and 𝜃𝑏𝑗 = 𝜃𝑏 . We choose these two parameters so that the
model matches the following two empirical moments: (1) the ratio of investment to output ( 𝐼𝑌 ) is 20%;
(2) the ratio of total non-financial corporation credit to GDP is 80%, which is the average level in the
U.S. around 2020 in the BIS data.

Finally, following Dong and Xu (2022), we assume that the investment efficiency shock follows a
Pareto distribution, 𝐹 (𝜖) = 1− (

𝜖/𝜖)−𝜂 with 𝜖 = 1−1/𝜂 for normalization. We set the shape parameter
𝜂 to pin down the marginal product of capital in the bubble steady state; namely, we set 𝜂 = 2.3 so
that 𝑅 𝑗 is 0.092, as in Caselli and Feyrer (2007).

5.3 Response to a Bubble Burst

In our calibration, there is a bubble equilibrium inwhich bubbles occur in all industries, and the econ-
omy is initially in this equilibrium. Our exercise examines the consequences of an unexpected bubble
burst in one of the three industries, and we choose the equilibrium in which the bubbles continue to
exist in the remaining industries whenever possible. That is, we look for themost favorable outcomes.

Table 2 reports the predictions of our calibrated model regarding the contagion properties of bub-
bles, where the order of industries (from left to right and from top to bottom) is finance first, manu-
facturing second, and services third. A cross sign in the (𝑖 , 𝑖) element means that a bubble bursts in
industry 𝑖, and a cross sign in the (𝑖, 𝑗) element means that a bubble bursting in industry 𝑖 also causes
a bubble to burst in industry 𝑗. On the other hand, a positive value in the (𝑖, 𝑗) element indicates that a
bubble bursting in industry 𝑖 increases the size of the bubble in industry 𝑗 rather than bursting it. The
table clearly shows that when the financial bubble (first row and first column) bursts, the bubbles in
the other two industries (in the first row) also burst. On the other hand, when the bubble in services
or manufacturing bursts, the bubbles in the other industries remain intact—in fact, the bubbles in the

¹⁵We use information for the most recent year available, 2015.
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other industries are slightly enlarged. Therefore, in our calibrated model economy, there is one-way
bubble contagion and the financial industry is the critical industry.

This property is closely related to the pattern in the financial linkage matrix ℳ. As character-
ized in sections 3 and 4, the diagonal elements are responsible for whether an industrial bubble can
survive on its own, and the off-diagonal elements determine which industries are critical for the ex-
istence of bubbles in other industries. In our calibrated economy, the bubble in the financial industry
is self-sustaining because the acquisition probability ℳ11 is large enough. The strong dependence of
the bubbles in the other two industries on the financial industry is captured by the large off-diagonal
elementsℳ 𝑗1, 𝑗 = 2, 3, which are an order of magnitude larger than other off-diagonal elements in the
second and third columns. Note that the financial industry does not dominate the other two indus-
tries in terms of value added in the production network, illustrating the distinct role of the financial
network in propagating the business cycle.

Table 2: Industrial Bubble Contagion

FIN Bubble MANU Bubble SERVICE Bubble

FIN Burst × × ×
MANU Burst +28.9% × +7.2%
SERVICE Burst +25.4% +12.6% ×

We now turn to the dynamics of the transition. The top row of panels in Figure 4 shows the dy-
namic responses of aggregate output (left panel) and the efficiency cutoff (right panel) to a bubble
burst in one of the three industries: finance (solid blue lines), manufacturing (dashed red lines), and
services (dashed black lines). First, the efficiency cutoff falls immediately after a bubble bursts in any
one of the three industries (right-hand panel). This is because the cutoff is an increasing function of
bubbles, whereas bubbles are purely forward-looking variables and their bursting therefore causes an
immediate jump in the cutoff. However, comparing the three industrial bubbles, the decline in the ef-
ficiency cutoff is much larger when the financial bubble bursts thanwhen the bubbles in the other two
industries burst, precisely because the bursting of a financial bubble is contagious while the bursting
of a bubble in the other two industries is not. The left-hand panel shows that the bursting of a bubble
leads to gradual and permanent output losses, with the output loss from the bursting of a financial
bubble being an order of magnitude larger than that from the bursting of other industrial bubbles.
This is because after a bubble bursts, firms’ borrowing constraints are tightened, forcing the relatively
more efficient firms to cut back on investment and leading to lower aggregate investment efficiency.
The lower investment efficiency leads to a lower capital stock and output level. As investment is the
most affected by the bursting of a financial bubble, the corresponding output loss is alsomuch larger.¹⁶

¹⁶By construction, both TFP and total labor supply are constant in the experiments, so the capital stock is the only factor
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Figure 4: Output Loss and Efficiency Cutoff

(a) Transition paths of output 𝑌𝑡
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(b) Transition paths of efficiency cutoff 𝜖𝑡
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To see whether the production network plays a role in bubble contagion across industries, Fig-
ure A.1 in Appendix C shows the dynamic effect of a bubble burst without production networks—
that is, by setting 𝛼𝑠𝑗 = 0 or 𝑥𝑖 𝑗𝑡 (𝜄) = 1 for all 𝑖 and 𝑗 in the production function (5.1). The pattern
of bubble contagion, as well as the dynamics of output and the efficiency cutoff, remain the same
as before, except that the magnitude of the recession is smaller in the steady state. This reconfirms
our theoretical results that the direction of bubble contagion can be independent of the production
network, although the production network helps to increase the size of the industrial bubbles.

In summary, the severity of the recession depends on whether or not the triggering industry is a
critical industry in the financial network, independent of the production network. This exercise thus
illustrates the importance of the financial network, such that weak confidence in a critical industry
within the financial linkages can lead to a series of cascading effects on other industries and drag the
entire economy into a deep recession, as happened during the 2008 financial crisis shown in Figure 1.
Macroprudential policies should therefore payparticular attention to critical industries in the financial
network.

Role of Equity pledgeability 𝜃𝑏 . One of the key parameters in determining whether there is bubble
contagion is the equity pledgeability 𝜃𝑏 . As illustrated in Corollary 2, a higher 𝜃𝑏 helps to sustain
bubbles and reduce bubble contagion risk. Figure 5 displays how the steady-state output loss after
the bubble burst in an industry depends on the level of equity pledgeability. Overall, the output loss
increases in 𝜃𝑏 . This is because output is independent of 𝜃𝑏 when the economy enters the bubbleless

of production that can decline over time as investment efficiency deteriorates. Here we compute the transition paths of
output 𝑌𝑡 and the efficiency cutoff 𝜀𝑡 after the burst of one of the three industrial bubbles, and all the values are percentage
changes. The top two panels are computed using the baselinemodel with production network, while the bottom two panels
are computed using the model without production network.
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equilibrium, whereas output increases in 𝜃𝑏 in the bubble equilibrium.¹⁷

Figure 5: Output Loss Due to Burst of Different Industrial Bubbles

0.38 0.4 0.42 0.44 0.46 0.48 0.5

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

The two vertical dashed lines partition the figure into three regions. When 𝜃𝑏 is relatively small,
the existence condition for bubbles is strict and the economy is in a two-way bubble contagion region.
The bursting of any industrial bubble will eliminate the bubbles in other industries. Therefore, we
see that the effects on total output are similar across industries. When 𝜃𝑏 takes an intermediate value,
the economy is in the one-way bubble contagion region with finance as the critical industry. This is
the region to which our baseline calibration belongs. In this region, the bursting of the bubble in the
financial industry has a much larger impact on the economy than in the other two industries. Finally,
when 𝜃𝑏 is relatively large, all industrial bubbles can survive independently and there is no more
bubble contagion. As a result, the bursting of bubbles has a limited impact on output and the lines
show lower slopes in this region.

5.4 Response to Exogenous Shocks

The endogenous bursting of bubbles due to a change in beliefs contributes to aggregate uncertainty. In
this section, we show how the presence of bubbles modifies the economy’s response to conventional
business cycle shocks. It turns out that the answer to this question depends on the type of shocks
considered. In the first experiment with shocks to the pledgeability of capital, bubbles help to stabi-
lize the economy. In contrast, in the second experiment with shocks to the dispersion of investment
technology, bubbles amplify the responses of aggregate variables.

Financial shock. In the initial steady state, the capital pledgeability is 𝜃𝑘 = 0.2. In period 0, there is
an unexpected shock that relaxes the financial constraint, increasing 𝜃𝑘 to 𝜃𝑘 = 0.25. All agents believe

¹⁷In this figure, we change the value of 𝜃𝑏 and keep the other parameter values the same as in our baseline calibration,
and calculate the output loss after a bubble burst in one of the three industries.
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that this new level of financial constraint will last forever, until it unexpectedly drops to 𝜃𝑘 = 0.15 in
period 20.

The left panel of Figure 6 shows the responses of the aggregate output in this cycle for both bub-
bleless and bubble equilibria. In the bubbleless equilibrium, the allocation efficiency of investment
goods increases with 𝜃𝑘 , since a higher level of 𝜃𝑘 allows firms with better investment technology
to borrow more. It follows that there is a boom-bust cycle triggered by the change in the collateral
constraint.

Interestingly, the magnitude of the boom and bust in the bubble equilibrium is smaller than that
in the bubbleless equilibrium. With a higher level of 𝜃𝑘 , the need for bubble is dampened. With a
sufficiently large increase of 𝜃𝑘 , bubbles can no longer be supported in the equilibrium. As the right
panel of Figure 6 shows, during the boom, the bubbles in all industries burst, which helps to cool
the economy. Conversely, when 𝜃𝑘 falls unexpectedly, the need for liquidity allows bubbles to form,
which mitigates the recession. In this case, bubbles act as an automatic stabilizer in response to the
financial shock.

Figure 6: Transition Paths with 𝜃𝑘 Cycle
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(b) Transition paths of bubble 𝐵𝑡
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Investment Efficiency Dispersion Shock. Instead, consider a change in the distribution of the id-
iosyncratic investment efficiency 𝜀. Recall that this distribution follows a Pareto distribution with
shape parameter 𝜂. Suppose the economy experiences an unexpected decline in 𝜂 from 2.3 to 2.1, so
that the distribution of 𝜀 is more dispersed and the need for reallocation is stronger.

In the bubbleless equilibrium, the economy still benefits from the increased dispersion because
there are better investment opportunities, although its ability to take advantage of these opportunities
is limited by financial frictions. In the bubble equilibrium, the need for liquidity creates additional
space for bubbles. Accordingly, the borrowing capacity of firms is increased and the economy can
better exploit the increased dispersion. As shown in Figure 7, aggregate output increases more in the
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bubble equilibrium, accompanied by an increase in the bubble-to-output ratio.
These two examples illustrate that bubbles can act as both stabilizers and accelerators. Depending

on whether the underlying shock requires additional liquidity and in which direction it pushes the
bubbleless economy, the presence of bubbles can dampen or amplify its effects.

Figure 7: Transition Paths with Shock to Dispersion
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(b) Transition paths of bubble 𝐵𝑡
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6. CONCLUSION

Sometimes the bursting of a bubble in one industry (such as the bursting of the IT bubble in 2000)
does not have a serious impact on the stock prices of other industries or on overall investment activity
in the economy. At other times, however, the bursting of a bubble in a critical industry (such as the
bursting of the housing bubble in 2007) has a huge impact on stock prices in other industries and on
overall investment activity in the economy.

This paper proposes a framework for determining what constitutes a critical industry and stud-
ies contagious stock price bubbles in a multi-industry economy. In our model, stock price bubbles
arise endogenously to overcome financial frictions and help inject additional liquidity into the credit
system. Due to cross-industry financial linkages through collateral constraints and mergers and ac-
quisitions, the existence of bubbles in different industries may be interdependent. We characterize
the full set of bubble equilibria and provide the condition under which bubbles are unidirectionally
contagious, i.e., the bursting of a bubble in one industry leads to the bursting of bubbles in other in-
dustries, but not vice versa. Quantitatively, we calibrate the financial linkages in our model using U.S.
merger and acquisition data and show that an unexpected burst of a bubble in the financial industry
can indeed have a contagious effect and lead to a severe recession, while the burst of a bubble in the
manufacturing industry does not have a contagious effect on bubbles in other industries and leads to
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a much less severe recession.
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Appendix

A. DATA APPENDIX

In this section we first show the mapping from the industry names in the ICIO to the three industries
in our model to calibrate the production network:

Table A.1: Correspondence of Model Industry to Real Industry

Model Industry Industry Name in ICIO

Finance Industry Real Estate
Manufacturing Industry Food, beverages, tobacco; Textile; Wood; Paper; Coke,petroleum;

Chemicals; Rubber and plastics; Other mineral; Basic metals; Machin-
ery, nec; Electrical and opt. equipment; Transport equipment; Man-
ufacturing, nec; Motor vehicles; Agriculture; Mining and quarrying;
Construction

Service Industry Wholesale trade; Retail trade; Transport and storage; Post and telecom.;
Electricity, gas, water; Hotel, restauration; Public admin.; Education;
Health, socialwork; Other comm. services; Renting ofm&eq.; Financial
intermediation

We then show the mapping from the Thomson Financial Macro Industry Hierarchy to the three
industries in our model to calibrate the financial network matrix ℳ:

Table A.2: Correspondence of Model Industry to Real Industry

Model Industry Industry Name in Macro Code

Finance Industry Finance
Manufacturing Industry Consumer Products and Services, Energy and Power, High Technology,

Industrials, Materials, Consumer Staples
Service Industry Real estate, Retail, Healthcare, Media and Entertainment, Government

and Agencies, Telecommunications

B. PROOFS

Proof of Proposition 2.1 and Corollary 1. Since production functions have constant returns to scale
at the firm level, we guess and verify that the value function of firm 𝜄 in industry 𝑗 adopts a linear
form:

𝑉𝑗𝑡
(
𝑘 𝑗𝑡 (𝜄) , 𝑙 𝑗𝑡 (𝜄) , 𝜖 𝑗𝑡 (𝜄)) = 𝑣𝑘𝑗𝑡 (𝜖 𝑗𝑡 (𝜄)) 𝑘 𝑗𝑡 (𝜄) − 𝑣 𝑙𝑗𝑡 (𝜖 𝑗𝑡 (𝜄)) 𝑙 𝑗𝑡 (𝜄) + 𝑏 𝑗𝑡 (𝜖 𝑗𝑡 (𝜄)) , (B.1)
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where the additional term 𝑏 𝑗𝑡
(
𝜖 𝑗𝑡 (𝜄)) ≥ 0 is the stock bubble in industry 𝑗. Using (B.1), we can rewrite

the recursive problem for firm-𝜄 in industry 𝑗 as follows:

𝑉𝑗𝑡
(
𝑘 𝑗𝑡 (𝜄) , 𝑙 𝑗𝑡 (𝜄) , 𝜖 𝑗𝑡 (𝜄)) = max

𝑖 𝑗𝑡 (𝜄),𝑙 𝑗 ,𝑡+1(𝜄)

{
𝑑 𝑗𝑡(𝜄) + E𝛽Λ𝑡+1

Λ𝑡
𝑉𝑗 ,𝑡+1

(
𝑘 𝑗,𝑡+1 (𝜄) , 𝑙 𝑗 ,𝑡+1 (𝜄) , 𝜖 𝑗 ,𝑡+1 (𝜄))} (B.2)

= max
𝑖 𝑗𝑡 (𝜄),𝑙 𝑗 ,𝑡+1(𝜄)

{
𝑅 𝑗𝑡 𝑘 𝑗𝑡 (𝜄) − 𝑖 𝑗𝑡 (𝜄) − 𝑙 𝑗𝑡 (𝜄) + 𝑙 𝑗 ,𝑡+1 (𝜄) /𝑅 𝑓 𝑡 (B.3)

+𝑄 𝑗𝑡
[(1 − 𝛿) 𝑘 𝑗𝑡 (𝜄) + 𝜖 𝑗𝑡 (𝜄) 𝑖 𝑗𝑡 (𝜄)

] + 𝐵 𝑗𝑡 −𝑄𝐿
𝑗𝑡 𝑙 𝑗 ,𝑡+1 (𝜄)

}
, (B.4)

subject to
0 ≤ 𝑖 𝑗𝑡 (𝜄) ≤ 𝑅𝑡 𝑘 𝑗𝑡 (𝜄) − 𝑙 𝑗𝑡 (𝜄) + 𝑙 𝑗,𝑡+1 (𝜄) /(1 + 𝑟𝑡) .

Define

𝑄 𝑗𝑡 ≡ E𝑡
𝛽Λ𝑡+1

Λ𝑡
𝑣𝑘𝑗,𝑡+1

(
𝜖 𝑗 ,𝑡+1 (𝜄)) , (B.5)

𝐵 𝑗𝑡 ≡ E𝑡
𝛽Λ𝑡+1

Λ𝑡
𝑏 𝑗,𝑡+1

(
𝜖 𝑗,𝑡+1 (𝜄)) ,

𝑄𝐿
𝑗𝑡 ≡ E𝑡

𝛽Λ𝑡+1

Λ𝑡
𝑣 𝑙𝑗 ,𝑡+1

(
𝜖 𝑗 ,𝑡+1 (𝜄)) . (B.6)

Also define
𝜃𝑘𝑗 ≡ 𝜉𝑗𝜎𝑗 , 𝜃𝑏𝑗 ≡ 𝜉𝑗 , 𝑄 𝑗𝑡 ≡

∑
𝑖∈S

ℳ 𝑗𝑖𝑄𝑖𝑡 , 𝐵 𝑗𝑡 ≡
∑
𝑖∈S

ℳ 𝑗𝑖𝐵𝑖𝑡 .

Then the borrowing constraint (2.11) can be rewritten as

𝑙 𝑗 ,𝑡+1 (𝜄) /(1 + 𝑟𝑡) ≤ 𝜉𝑗
(
𝜎𝑗𝑄 𝑗𝑡 𝑘 𝑗𝑡 (𝜄) + 𝐵 𝑗𝑡

)
= 𝜃𝑘𝑗 𝑄 𝑗𝑡 𝑘 𝑗𝑡 (𝜄) + 𝜃𝑏𝑗 𝐵 𝑗𝑡 , (B.7)

Note that (B.4) is a linear function of 𝑖 𝑗𝑡(𝜄) and 𝑙 𝑗,𝑡+1(𝜄). The coefficient before 𝑖 𝑗𝑡(𝜄) is 𝑄 𝑗𝑡𝜖 𝑗𝑡(𝜄) − 1,
and the coefficient before 𝑙 𝑗 ,𝑡+1(𝜄) is 1/(1 + 𝑟𝑡) −𝑄 𝑙

𝑗𝑡 . We guess and verify that the firm’s decision rules
follow a cut-off strategy, so there are two possible cases to consider:

Case A: 𝜖 𝑗𝑡 (𝜄) < 𝜖∗𝑗𝑡 ≡ 1/𝑄 𝑗𝑡 . In this case, any firm 𝜄 in industry 𝑗 with an investment efficiency
shock below the industry cutoff 𝜖∗𝑗𝑡 will not invest: 𝑖 𝑗𝑡 (𝜄) = 0. We assume that firms’ dividends are
positive in this case, so optimizing over 𝑙 𝑗,𝑡+1 (𝜄) yields 𝑄𝐿

𝑗𝑡 = 1/(1 + 𝑟𝑡). Since the aggregate level
of debt 𝐿 𝑗𝑡 in each industry can be either positive or negative in equilibrium, a firm’s debt position
𝑙 𝑗,𝑡+1(𝜄) is indeterminate under Case A. The optimal condition for investment implies that the cutoff
is equal to the inverse of Tobin’s Q: 𝜖∗𝑗𝑡 ≡ 1/𝑄 𝑗𝑡 .

Case B: 𝜖 𝑗𝑡 (𝜄) ≥ 𝜖∗𝑗𝑡 . In this case, it is optimal to invest by borrowing as much as possible, so the
dividend is zero and the borrowing constraint (B.7) is binding:

𝑙 𝑗 ,𝑡+1 (𝜄) /(1 + 𝑟𝑡) = 𝜃𝑘𝑗 𝑄 𝑗𝑡 𝑘 𝑗𝑡 (𝜄) + 𝜃𝑏𝑗 𝐵 𝑗𝑡 . (B.8)
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Therefore, we have the following decision rules:

𝑖 𝑗𝑡 (𝜄) =
{
𝑅 𝑗𝑡 𝑘 𝑗𝑡 (𝜄) + 𝜃𝑘𝑗 𝑄 𝑗𝑡 𝑘 𝑗𝑡 (𝜄) + 𝜃𝑏𝑗 𝐵 𝑗𝑡 − 𝑙 𝑗𝑡 (𝜄) , if 𝜖 𝑗𝑡 (𝜄) ≥ 𝜖∗𝑗𝑡

0, if 𝜖 𝑗𝑡 (𝜄) < 𝜖∗𝑗𝑡
. (B.9)

𝑑 𝑗𝑡 (𝜄) =
{

0, if 𝜖 𝑗𝑡 (𝜄) ≥ 𝜖∗𝑗𝑡
indeterminate, if 𝜖 𝑗𝑡 (𝜄) < 𝜖∗𝑗𝑡

. (B.10)

𝑙 𝑗,𝑡+1 (𝜄) /(1 + 𝑟𝑡) =
{

𝜃𝑘𝑗 𝑄 𝑗𝑡 𝑘 𝑗𝑡 (𝜄) + 𝜃𝑏𝑗 𝐵 𝑗𝑡 , if 𝜖 𝑗𝑡 (𝜄) ≥ 𝜖∗𝑗𝑡
indeterminate, if 𝜖 𝑗𝑡 (𝜄) < 𝜖∗𝑗𝑡

. (B.11)

Substituting the decision rule for investment and the equation 𝑄𝐿
𝑗𝑡 = 1/(1 + 𝑟𝑡) into (B.2) yields

𝑉𝑗𝑡
(
𝑘 𝑗𝑡 (𝜄) , 𝑙 𝑗𝑡 (𝜄) , 𝜖 𝑗𝑡 (𝜄)) = 𝑅 𝑗𝑡 𝑘 𝑗𝑡 (𝜄) +𝑄 𝑗𝑡 (1 − 𝛿) 𝑘 𝑗𝑡 (𝜄) + 𝐵 𝑗𝑡 − 𝑙 𝑗𝑡 (𝜄) (B.12)

+max
(
𝜖 𝑗𝑡 (𝜄) /𝜖∗𝑗𝑡 − 1, 0

)
· (𝑅 𝑗𝑡 𝑘 𝑗𝑡 (𝜄) − 𝑙 𝑗𝑡 (𝜄) + 𝑙 𝑗,𝑡+1 (𝜄) /(1 + 𝑟𝑡)) ,

in which 𝑙 𝑗 ,𝑡+1 (𝜄) /(1 + 𝑟𝑡) is given by equation (B.8). Then matching the coefficients on both sides of
(B.12) under the conjecture in (B.1) gives

𝑣𝑘𝑗𝑡
(
𝜖 𝑗𝑡 (𝜄)) = 𝑅 𝑗𝑡 + (1 − 𝛿)𝑄 𝑗𝑡 + max

(
𝜖 𝑗𝑡 (𝜄) /𝜖∗𝑗𝑡 − 1, 0

)
·
(
𝑅 𝑗𝑡 + 𝜃𝑘𝑗 𝑄 𝑗𝑡

)
,

𝑏 𝑗𝑡
(
𝜖 𝑗𝑡 (𝜄)) = 𝐵 𝑗𝑡 + 𝜃𝑏𝑗 max

(
𝜖 𝑗𝑡 (𝜄) /𝜖∗𝑗𝑡 − 1, 0

)
𝐵 𝑗𝑡 ,

𝑣 𝑙𝑗𝑡
(
𝜖 𝑗𝑡 (𝜄)) = 1 + max

(
𝜖 𝑗𝑡 (𝜄) /𝜖∗𝑗𝑡 − 1, 0

)
.

Applying the definitions of 𝑄 𝑗𝑡 , 𝐵 𝑗𝑡 , 𝐵𝑡 , and 𝑄𝐿
𝑗𝑡 in (B.5) - (B.6) we get

𝑄 𝑗𝑡 = E𝑡
𝛽Λ𝑡+1

Λ𝑡

[
𝑅 𝑗 ,𝑡+1

(
1 + Γ𝑗,𝑡+1

) + (1 − 𝛿)𝑄 𝑗 ,𝑡+1 + 𝜃𝑘𝑗 Γ𝑗,𝑡+1𝑄 𝑗,𝑡+1

]
,

𝐵 𝑗𝑡 = E𝑡
𝛽Λ𝑡+1

Λ𝑡

(
𝐵 𝑗,𝑡+1 + 𝜃𝑏𝑗 Γ𝑗 ,𝑡+1𝐵 𝑗 ,𝑡+1

)
,

1
1 + 𝑟𝑡 = E𝑡

𝛽Λ𝑡+1

Λ𝑡

(
1 + Γ𝑗,𝑡+1

)
,

where

Γ𝑗𝑡 ≡ Emax
(
𝜖 𝑗/𝜖∗𝑗𝑡 − 1, 0

)
=

∫ 𝜖 𝑗

𝜖∗𝑗𝑡

(
𝜖 𝑗/𝜖∗𝑗𝑡 − 1

)
𝑑𝐹𝑗 .

Moreover, integrating the individual investment decision using (B.9) immediately yields

𝐼 𝑗𝑡 ≡
∫ 1

0
𝑖 𝑗𝑡 (𝜄) 𝑑𝜄 =

[
𝑅 𝑗𝑡𝐾 𝑗𝑡 + 𝜃𝑘𝑗 𝑄 𝑗𝑡𝐾 𝑗𝑡 + 𝜃𝑏𝑗 𝐵 𝑗𝑡 − 𝐿 𝑗𝑡

]
·
[
1 − 𝐹

(
𝜖∗𝑗𝑡

)]
. (B.13)

34



Similarly, integrating the individual law of motion for capital in industry 𝑗 gives

𝐾 𝑗,𝑡+1 = (1 − 𝛿)𝐾 𝑗𝑡 +
∫ 1

0

∫ 𝜖 𝑗

𝜖 𝑗

𝜖 𝑗𝑡 (𝜄) 𝑖 𝑗𝑡 (𝜄) 𝑑𝐹𝑗 (𝜖 𝑗𝑡 (𝜄)) 𝑑𝜄 = (1 − 𝛿)𝐾 𝑗𝑡 + E𝑗
(
𝜖 𝑗 |𝜖 𝑗 ≥ 𝜖∗𝑗𝑡

)
𝐼 𝑗𝑡 .

Proof of Proposition 3.1. From equation (2.17) and (2.18) in the bubbleless steady state (with 𝐵 𝑗 = 0
for all 𝑗) we get:

𝐼 𝑗 =
[
𝑅 𝑗𝐾 𝑗 + 𝜃𝑘𝑗 𝑄

𝑓 𝐾 𝑗 − 𝐿 𝑗
]
· [1 − 𝐹(𝜀 𝑓 )] ,

and
𝐼 𝑗 =

𝛿𝐾 𝑗
E(𝜀|𝜀 ≥ 𝜀 𝑓 ) .

Note that here we use the fact that 𝑄 𝑗 = 𝑄 𝑓 in the bubbleless steady state and that
∑𝑆
𝑖=1 ℳ 𝑗𝑖 = 1.

Combining the two we get the expression for 𝐿 𝑗 :

𝐿 𝑗 = 𝑅 𝑗𝐾 𝑗 + 𝜃𝑘𝑗 𝑄
𝑓 𝐾 𝑗 −

𝐼 𝑗
1 − 𝐹(𝜀 𝑓 ) = 𝑅 𝑗𝐾 𝑗 + 𝜃𝑘𝑗 𝑄

𝑓 𝐾 𝑗 −
𝛿𝐾 𝑗∫

𝜀>𝜀 𝑓
𝜀𝑑𝐹(𝜀) .

Divide both sides by the total output 𝑌 and use the facts 𝑅 𝑗𝐾 𝑗 = 𝛼𝜑 𝑗𝑌 and the expression for 𝑄 𝑓

in the steady state:

𝑄 𝑓 =
𝑅 𝑗

(
1 + Γ(𝜀 𝑓 ))

𝜒 + 𝛿 − 𝜃𝑘𝑗 Γ(𝜀 𝑓 )
,

we get that the universal cutoff is determined by

Φ(𝜖 𝑓 ) = 0,

where 𝜒 = 1
𝛽 − 1, and Φ(𝑥) is given by

Φ(𝑥) =
𝑆∑
𝑗=1

𝛼𝜑 𝑗

𝜒 + 𝛿 − 𝜃𝑘𝑗 Γ (𝑥)

(
𝛿𝑥𝐹 (𝑥)∫

𝜀>𝑥
𝜀𝑑𝐹(𝜀) − 𝜒 − 𝜃𝑘𝑗

)
.

Proof of Proposition 3.2. Equation (3.4) can be written in a more compact way as[
𝜒

Γ (𝜖∗)I − diag(θ𝑏s)ℳs

]
Bs = 0, (B.14)

where 𝜒 = 1
𝛽 −1. Then, using the Perron-Frobenius theorem, it follows that there is a unique s-bubble

equilibrium if and only if
𝜌

(
diag

(
θ𝑏s

)
ℳs

)
>

𝜒

Γ
(
𝜖 𝑓

) .
Moreover, according to Assumption 1, since Φ (𝑥) strictly increases with 𝑥, combining equations
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(3.2) and (3.6) implies that

𝜖𝑏s = Γ−1

(
𝜒

𝜌
(
diag(θ𝑏s)ℳs

) ) > 𝜖 𝑓 .

Proof of Corollary 3, Corollary 2, and Corollary 4. Based on equation (B.14), applying the results
in Bellman (1997) and Noutsos (2008), one obtains Corollary 3, Corollary 2, and Corollary 4.

Proof of Proposition 3.3. In steady state, equation (2.12) implies that 𝜖∗𝑗 = 𝜖∗ for all 𝑗, where the
common cutoff 𝜖∗ is characterized by

Γ = Γ (𝜖∗) =
∫ 𝜖

𝜖∗

( 𝜖
𝜖∗ − 1

)
𝑑𝐹 (𝜖) = 1

𝛽𝑅 𝑓
− 1.

In turn, 𝑄 𝑗 = 𝑄 = 𝑄 𝑗 = 1/𝜖∗. Moreover, the Euler equation of 𝑄 𝑗𝑡 in (2.14) reveals that the
industrial MPK is given by

𝑅 𝑗 =
𝜒 + 𝛿 − 𝜃𝑘𝑗 Γ

1 + Γ
𝑄, (B.15)

where 𝜒 = 1
𝛽 − 1. Meanwhile, we can prove that

𝑌 = 𝐴𝐾
𝛼
𝑁1−𝛼 . (B.16)

where

𝐴 ≡
∏
𝑗∈S

𝜆
𝜑 𝑗𝛼𝑙𝑗
𝑗 ·

∏
𝑗∈S

𝐴
𝜑 𝑗
𝑗 ,

𝐾 ≡

𝑆∏
𝑗=1

𝐾
𝜑 𝑗𝛼𝑘𝑗
𝑗


1
𝛼

.

and 𝛼 = 𝝋′𝜶𝑘 , 𝜆 𝑗 ≡ 𝜑 𝑗𝛼𝑙𝑗∑
𝑖∈S 𝜑𝑖𝛼𝑙𝑖

.
We can easily verify that,

𝐾 𝑗 =
𝜑 𝑗𝛼𝑘𝑗
𝑅 𝑗

𝑌, (B.17)

and

𝜅 𝑗 =
𝜑 𝑗𝛼𝑘𝑗 /𝑅 𝑗∑𝑘
𝑖∈S 𝜑𝑖𝛼

𝑘
𝑖 /𝑅𝑖

,

where 𝑅 𝑗 is the MPK of industry 𝑗, as characterized in (B.15).
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Equation (B.13) implies

𝐼 𝑗 =
𝛿 𝑗

E𝑗

(
𝜖 𝑗 |𝜖 𝑗 ≥ 𝜖∗𝑗

) 𝐾 𝑗 = 𝛿𝑘𝑗 𝜑 𝑗𝛼𝑘𝑗

E𝑗

(
𝜖 𝑗 |𝜖 𝑗 ≥ 𝜖∗𝑗

)
𝑅 𝑗
𝑌. (B.18)

Given 𝑁 , substituting equation (B.17) into (B.16) yields

𝑌 = 𝐴


∏
𝑗∈S

(
𝜑 𝑗𝛼𝑘𝑗
𝑅 𝑗

)𝜑 𝑗𝛼𝑘𝑗  𝑌𝛼𝑁1−𝛼 .

Since we have normalized 𝑁 = 1, we immediately have

𝑌 =

𝐴

∏
𝑗∈S

(
𝜑 𝑗𝛼𝑘𝑗
𝑅 𝑗

)𝜑 𝑗𝛼𝑘𝑗 


1
1−𝛼

, (B.19)

Then taking log on equation (B.19) yields

log𝑌 =
𝛼

1 − 𝛼

{
log 𝜖∗ + log(1 + Γ(𝜖∗)) −

𝑆∑
𝑗=1

𝜑 𝑗 log
(
𝜒 + 𝛿 − 𝜃𝑘𝑗 Γ(𝜖∗)

)} + constant.

Proof of Proposition 3.4. Combining equations (2.17), (2.18), and (B.14) yields equation (3.11), i.e.,∑
𝑗∈s 𝜃𝑏𝑗ℳ𝑖 𝑗𝐵 𝑗

𝑌
= Φ

(
𝜖𝑏s

)
.

Proof of Corollary 5. We can obtain Corollary 5 by directly applying Proposition 3.2.

Proof of Proposition 4.1. We can obtain Proposition 4.1 by applying Corollary 5 with 𝜃𝑏𝑗 = 𝜃𝑏 and
𝜃𝑘𝑗 = 𝜃𝑘 in the two-industry case.

Proof of Corollary 6. As shown in Proposition 4.1, 𝜙∗ ≡ 𝜒
Γ(𝜖 𝑓 )

1
𝜃𝑏

, where 𝜒 = 1
𝛽 − 1. Then we know

that the contagion risk 𝒞 = 1 − (
𝜙∗)2 increases with a smaller overall borrowing constraint 𝜃𝑏 , or a

larger capital-specific pledgeability 𝜃𝑘 .

Proof of Proposition 5.1. For any firm 𝜄 ∈ [0, 1] in industry 𝑖 ∈ S, the FOCs for
(
𝑛𝑖𝑡 (𝜄) , 𝑠𝑖 𝑗𝑡 (𝜄)) are

given, respectively, by

𝑊𝑡 = 𝛼𝑙𝑖
𝑃𝑖𝑡𝑜𝑖𝑡 (𝜄)
𝑛𝑖𝑡 (𝜄) = 𝛼𝑙𝑖

𝑃𝑖𝑡𝑂𝑖𝑡

𝑁𝑖𝑡
, (B.20)

𝑃𝑗𝑡 = 𝛼𝑠𝑖𝜔𝑖 𝑗
𝑃𝑖𝑡𝑜𝑖𝑡 (𝜄)
𝑠𝑖 𝑗𝑡 (𝜄) = 𝛼𝑠𝑖𝜔𝑖 𝑗

𝑃𝑖𝑡𝑂𝑖𝑡

𝑆𝑖 𝑗𝑡
, (B.21)
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Given 𝑂𝑖𝑡 ≡
∫ 1

0 𝑜𝑖𝑡 (𝜄) 𝑑𝜄 and similar definitions for 𝐿𝑖𝑡 , 𝑆𝑖 𝑗𝑡 , and 𝐾𝑖𝑡 , equation (2.5) implies that

𝑅𝑖𝑡 = 𝛼𝑘𝑖
𝑃𝑖𝑡𝑜𝑖𝑡 (𝜄)
𝑘𝑖𝑡 (𝜄) = 𝛼𝑘𝑖

𝑃𝑖𝑡𝑂𝑖𝑡

𝐾𝑖𝑡
. (B.22)

The resource constraint in industry 𝑗 is given by

𝑂 𝑗𝑡 = 𝑋𝑗𝑡 +
∑
𝑖∈S

𝑆𝑖 𝑗𝑡 , (B.23)

which can be rewritten as

𝑃𝑗𝑡𝑂 𝑗𝑡

𝑌𝑡
=
𝑃𝑗𝑡𝑋𝑗𝑡
𝑌𝑡

+
∑
𝑖∈S

𝑃𝑗𝑡𝑆𝑖 𝑗𝑡
𝑌𝑡

. (B.24)

To recap, we have shown in equation (2.3) that

𝑃𝑗𝑡𝑋𝑗𝑡
𝑌𝑡

= 𝜑 𝑗 . (B.25)

Denote 𝛾𝑗𝑡 = 𝑃𝑗𝑡𝑂 𝑗𝑡/𝑌𝑡 . Then the resource constraint (B.24) becomes

𝛾𝑗𝑡 = 𝜑 𝑗 +
∑
𝑖∈S

𝛼𝑠𝑖𝜔𝑖 𝑗𝛾𝑖𝑡 .

Then we have
𝜸 = (E − Diag (𝜶𝑠)Ω′)−1 𝝋,

and thus 𝛾𝑗𝑡 is constant and is denoted as 𝛾𝑗 , where E denotes the 𝑆 × 1 unity matrix, 𝜸 denotes 𝑆 × 1
modified Dommar weight. After solving 𝜸, we know that, for all 𝑡, the expenditure ratio of industry
𝑗 is given by

𝑃𝑗𝑡𝑂 𝑗𝑡

𝑌𝑡
= 𝛾𝑗 . (B.26)

The demand for
(
𝑁𝑖𝑡 , 𝑆𝑖 𝑗𝑡 , 𝐾𝑖𝑡

)
in (B.20), (B.21), and (B.22) can be further written as

𝑁𝑖𝑡 = 𝛼𝑙𝑖𝛾𝑖
𝑌𝑡
𝑊𝑡

, (B.27)

𝑆𝑖 𝑗𝑡 = 𝛼𝑠𝑖𝜔𝑖 𝑗
𝛾𝑖
𝛾𝑗
𝑂 𝑗𝑡 , (B.28)

𝐾𝑖𝑡 = 𝛼𝑘𝑖 𝛾𝑖
𝑌𝑡
𝑅𝑖𝑡

. (B.29)

Note that here we get 𝑅 𝑗𝐾 𝑗 = 𝛼𝑘𝑗 𝛾𝑘𝑌 in the steady state, then follow the same process in the proof
of proposition 3.1 we can get the expression of 𝜀 𝑓 .
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Then the market-clearing condition in the labor market is given by

𝑁𝑡 =
∑
𝑖∈S

𝑁𝑖𝑡 = 𝜸′𝜶𝑙 𝑌𝑡
𝑊𝑡

,

which implies
𝑊𝑡 = 𝜸′𝜶𝑙 𝑌𝑡

𝑁𝑡
. (B.30)

In turn, equation (B.27) can be rewritten as

𝑁𝑖𝑡 = 𝜆𝑖𝑁𝑡 ,

where 𝜆𝑖 =
𝛾𝑖𝛼𝑙𝑖
𝜸′𝜶𝑙 .

Now we characterize the aggregation of 𝑌𝑡 . The industrial technology in equation (2.4) implies
that

ln𝑂𝑖𝑡 = ln𝐴𝑖𝑡 + 𝛼𝑘𝑖 ln𝐾𝑖𝑡 + 𝛼𝑙𝑖 ln𝑁𝑖𝑡 +
∑
𝑗∈S

𝛼𝑠𝑖𝜔𝑖 𝑗𝑆𝑖 𝑗𝑡 . (B.31)

Substituting equation (B.28) into (B.31) with some algebraic manipulation yields

ln𝑂𝑖𝑡 = 𝛼𝑠𝑖 ln 𝑜𝑖 + ln𝐴𝑖𝑡 + 𝛼𝑘𝑖 ln𝐾𝑖𝑡 + 𝛼𝑙𝑖 ln𝑁𝑖𝑡 +
∑
𝑗∈S

𝛼𝑠𝑖𝜔𝑖 𝑗 ln𝑂 𝑗𝑡 , (B.32)

where
ln 𝑜𝑖 ≡

∑
𝑗∈S

ln
(
𝛼𝑠𝑖𝜔𝑖 𝑗𝛾𝑖/𝛾𝑗 )𝜔𝑖 𝑗 .

Writing equation (B.32) in a more compact way yields

ln O𝑡 = Diag (𝜶𝑠) ln o + ln A𝑡 + Diag
(
𝜶𝑘

)
ln K𝑡 + Diag

(
𝜶𝑙

)
ln N𝑡 + Diag (𝜶𝑠)Ω ln O𝑡 .

Therefore

ln O𝑡 = (E − Diag (𝜶𝑠)Ω)−1
(
Diag (𝜶𝑠) ln o + ln A𝑡 + Diag

(
𝜶𝑘

)
ln K𝑡 + Diag

(
𝜶𝑙

)
ln N𝑡

)
.

Meanwhile, combining equations (2.3) and (B.26) yields

𝑋𝑗𝑡 =
𝜑 𝑗

𝛾𝑗
𝑂 𝑗𝑡 .

In turn, we have
ln X𝑡 = ln x + ln O𝑡 ,

39



where a typical element of x is 𝑥 𝑗 = 𝜑 𝑗/𝛾𝑗 . Consequently,

ln𝑌𝑡 = 𝝋′ ln X𝑡 = 𝝋′ (ln x + ln O𝑡) = ln𝐴𝑡 + 𝜸′𝜶𝑘 ln𝐾𝑡 + 𝜸′𝜶𝑙 ln𝑁𝑡 , (B.33)

where
𝜸 ≡ (E − Diag (𝜶𝑠)Ω′)−1 𝝋,

and
ln𝐴𝑡 = 𝝋′ ln x + 𝜸′Diag (𝜶𝑠) ln o + 𝜸′ ln A𝑡 + 𝜸′Diag

(
𝜶𝑘

)
ln 𝜿 𝑗𝑡 + 𝜸′Diag

(
𝜶𝑙

)
ln𝝀 𝑗𝑡 .

Proof.

𝜸′𝜶𝑘 + 𝜸′𝜶𝑙 = 𝜸′
(
𝜶𝑘 + 𝜶𝑙

)
(B.34)

= 𝝋′ (E − Diag (𝜶𝑠)Ω)−1 (1 − 𝜶𝑠) (B.35)

=
+∞∑
𝑛=0

𝝋′ (Diag (𝜶𝑠)Ω)𝑛 1 −
+∞∑
𝑛=0

𝝋′ (Diag (𝜶𝑠)Ω)𝑛 𝜶𝑠 (B.36)

= 𝝋′1 +
+∞∑
𝑛=1

𝝋′ (Diag (𝜶𝑠)Ω)𝑛−1 (Diag (𝜶𝑠)Ω1) −
+∞∑
𝑛=0

𝝋′ (Diag (𝜶𝑠)Ω)𝑛 𝜶𝑠 . (B.37)

Since
∑𝑆
𝑗=1 𝜔𝑖 𝑗 = 1 for all 𝑖, we easily know that

Diag (𝜶𝑠)Ω1 = Diag (𝜶𝑠) 1 = 𝜶𝑠 . (B.38)

Moreover, we have normalized that
∑𝑆
𝑗=1 𝜑 𝑗 = 𝝋′1 = 1. Consequently, we have 𝜸′𝜶𝑘 + 𝜸′𝜶𝑙 = 1.

Denote 𝛼 = 𝜸′𝜶𝑘 . Then the above lemma immediately implies that 𝜸′𝜶𝑙 = 1 − 𝛼. In turn, the
aggregate output in equation (B.33) can be rewritten as

𝑌𝑡 = 𝐴𝑡
©«
∏
𝑗∈S

𝐾
𝛾𝑗𝛼𝑘𝑗
𝑗𝑡

ª®¬𝑁1−𝛼
𝑡 = 𝐴𝑡𝐾

𝛼
𝑡 𝑁

1−𝛼
𝑡 ,

where

𝐴𝑡 ≡ exp
(
𝝋′ ln x + 𝜸′ ln o + 𝜸′ ln A𝑡 + 𝜸′Diag

(
𝜶𝑙

)
ln𝝀

)
=

∏
𝑗∈S

𝑥
𝜑 𝑗
𝑗 𝑜

𝛾𝑗𝛼𝑠𝑗
𝑗 𝜆

𝛾𝑗𝛼𝑙𝑗
𝑗 ·

∏
𝑗∈S

𝐴
𝛾𝑗
𝑗𝑡 ,

𝐾𝑡 ≡

∏
𝑗∈S

𝐾
𝛾𝑗𝛼𝑘𝑗
𝑗𝑡


1
𝛼

,

40



with

𝑥 𝑗 =
𝜑 𝑗

𝛾𝑗
,

𝑜 𝑗 ≡
∏
𝑖∈S

(
𝛼𝑠𝑗𝜔 𝑗𝑖𝛾𝑗/𝛾𝑖

)𝜔𝑗𝑖
,

where 𝑍 ≡ ∏
𝑗∈S

(
𝜑 𝑗/𝛾𝑗 )𝜑 𝑗 𝜆𝛾𝑗𝛼𝑙𝑗

𝑗 𝑜
𝛾𝑗𝛼𝑠𝑗
𝑗 . Moreover, we know that

𝜅 𝑗𝑡 ≡ 𝐾 𝑗𝑡∑
𝑖∈S 𝐾𝑖𝑡

=
𝐾 𝑗𝑡
𝐾𝑡
,

𝜆 𝑗𝑡 ≡ 𝑁𝑗𝑡∑
𝑖∈S 𝑁𝑖𝑡

=
𝑁𝑗𝑡

𝑁𝑡
=

𝛼𝑙𝑗𝛾𝑗∑
𝑖∈S 𝛼

𝑙
𝑖𝛾𝑖

= 𝜆 𝑗 ,

where 𝜿𝑡 is an 𝑆 × 1 vector of state variable, and we have used equation (B.27) to simplify 𝜆 𝑗𝑡 .
Note that in the steady state the relative industry bubble 𝑏 𝑗 =

𝐵𝑗
𝑌 satisfies:

𝜒𝑏 𝑗 =
𝑆∑
𝑖=1

𝜙𝑖 𝑗𝜉𝑗Γ𝑖𝑏𝑖 ,

where 𝜒 = 1
𝛽 − 1, 𝑏 𝑗 =

∑𝑆
𝑖=1 𝜙𝑖 𝑗𝑏𝑖 , Γ𝑖 = Γ(𝜖∗𝑏). From the bond market clear condition

∑
𝑗 𝐿 𝑗 = 0, we find

another equation that 𝑏 𝑗 satisfies:

∑
𝑗

𝜃𝑗𝑏 𝑗 =
Γ (𝜖∗)
𝜒

∑
𝑗∈S

𝛿𝑥𝐹(𝑥)∫
𝜀>𝑥 𝜀𝑑𝐹

− 𝜒 − 𝜃𝑘𝑗

𝜒 + 𝛿 − 𝜃𝑘𝑗 Γ (𝜖∗)
𝛼𝑘𝑗 𝛾𝑗 .

As a result, the relative industrial bubble 𝑏 𝑗 depends only on 𝜖∗𝑏 . In the meantime, the cutoff 𝜖∗𝑏 is
determined by:

𝜖∗𝑏(s) = Γ−1
(

𝜒

𝜌(diag(θb
s))ℳ(𝑠)

)
.
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C. ADDITIONAL MATERIALS

The following figure presents the responses to unexpected bubble burstswithout production network.

Figure A.1: Output Loss and Efficiency Cutoff

(a) Transition paths of output 𝑌𝑡
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(b) Transition paths of efficiency cutoff 𝜖𝑡
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